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Starter: How do you read research papers?
(10 minutes) 

1. Say hi to the person next to you. 

2. In pairs, discuss how you generally read research papers 

The following questions may give some inspiration on what to talk about 

• Do you read from the first page to the last page? 

• How does the purpose of reading influence your strategy? 

• What other materials from the research paper did you consider?
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Lecture landing page
Keep the page linked below open during the lecture. 

• Links to materials that we will use in the lecture 

• Lecture slides (which will also be available on OLAT)
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Intended learning outcomes
By the end of this course, students will be able to  

❏ Specify goals for reading research papers and monitor their reading process 

❏ Classify domains and contribution types of research papers 

❏ Based on these classifications, decide on the relevance and merit of papers in light of 

their reading goals
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How to read research papers
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How to read research papers

1. Determine why you want to read the paper 

• To learn about the topic 

• To use the method 

• To use the results 

• To satisfy your curiosity in general 

• To change your mind
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How to read research papers

2. Get an overview of the paper through the seven levels of abstraction 

Title 

First figure 

Abstract 

Introduction 

Conclusion 

Charts 

Body text

9 (The “seven levels of abstraction” concepts is from Patrick Baudisch, personal communication in 2012)



IMRD structure
Introduction, Methods, Results, and Discussion 

All research articles (and yours) are typically structured in this order 

• Introduction – Why was the study undertaken? What was the research question, the tested 

hypothesis, or the purpose of the research? 

• Related Work – What are the findings of previous work before the study was undertaken?  

• Methods – When, where, and how was the study done? What materials were used, or who 

was included in the study groups (patients, etc.)? 

• Results – What answer was found to the research question? What did the study find? Was the 

tested hypothesis true? 

• Discussion – What might the answer imply, and why does it matter? How does it fit in with 

what other researchers have found? What are the perspectives for future research?

10 Based on slides by Valentin Schwind
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Hourglass structure

11 Based on slides by Valentin Schwind

ABSTRACT 
INTRODUCTION 
• Motivation & Problem 
Statement 

• Theoretical Background 
• Research Question 
• Hypothesis 

RELATED WORK 
METHOD 
• Study Design 
• Independent Variables 
• Dependent Variables 
• Apparatus 
• Tasks 
• Procedure 
• Participants

ABSTRACT
Problem
Method
Results
Findings

Basic Conclusions

INTRODUCTION

RELATED 
WORK

METHOD

RESULTS

DISCUSSION

CONCLUSION

REFERENCES

establish a territory

establishing a niche

occupying the niche

summary and findings

evaluation and deeper analysis

recommendations

Logical 
Order

Thematic Scope

RESULTS 
• Descriptive statistics  
• Inferential statistics 
(No interpretation!) 

DISCUSSION 
• Brief summary of findings 
• Discussion/Interpretation 
of findings 

• Relation to previous/
related work 

• Limitations of the study 
CONCLUSION 
(CONTRIBUTION) 
(ACKNOWLEDGEMENTS)

TITLE + AUTHORS

https://hci-studies.org


Abstract

12 Based on slides by Valentin Schwind

Typically, 150 - 250 words 

Briefly introduces the reader to 

• motivation, problem, and relevance 

• aims of the study  

• methods that were used 

• results and findings 

• conclusion & contribution 

The abstract always answers these four questions:  

• Why did you do this? 

• What did you do? 

• What did you find? 

• What do your findings mean?

ABSTRACT

Problem 
What is the problem and why is it 

important? For whom?

Method 
How did the authors 
answered the RQ?

Results 
What was the result? 

Any hypothesis confirmed?

Findings 
What was the main finding and 

what is important to know about that?

Contribution / Conclusion 
What are the implications and recommendations? 

What ist the contribution of the paper?

https://hci-studies.org


How to read research papers

3. Selectively read parts of the paper 

To learn about the topic → Introduction, Related work, References 

To use the method → Method 

To use the results → Conclusion, Discussion, Results 

To satisfy general curiosity → Abstract, Conclusion 

To change your mind → Read as the whole paper sequentially 

4. Revisit your “why” 

Have your question(s) been answered? 

If not, can this paper answer your question(s)? 

Would it be useful to continue reading this paper?
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Research contributions
 = “Knowledge contributions”: What does this paper add to what we (humanity) know?
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‘corroborated’, ‘well-confirmed’ or otherwise justifiable 
within the framework of contemporary epistemology.  

With this definition, the benefit of problem-solving is that it 
allows covering a wider scope of research than previous ac-
counts, which have been restricted to certain disciplines, 
topics, or approaches (e.g., research-through-design [53], 
interaction criticism [2], usability science [15], or interac-
tion science [21]). However, because Laudan developed his 
view with natural and social sciences in mind, he missed 
design and engineering contributions. Extending Laudan’s 
typology to propose that research problems in HCI include 
not only empirical and conceptual but also constructive 
problems, we present the first typology developed to en-
compass most recognised research problems in HCI. It is 
now possible to describe research contributions regardless 
of the background traditions, paradigms, or methods. The 
seemingly multi- or, rather, hyper-disciplinary field is—in 
the end—about solving three types of problem. This reduc-
es the number of dimensions dramatically when one is talk-
ing about HCI. 

Having built the conceptual foundation, we return to answer 
four fundamental questions: 1) What is HCI research, 2) 
what is good HCI research, 3) are we doing a good job as a 
field, and 4) could we do an even better job?  

We aim to show through these discussions that Laudan's 
problem-solving view is not just ‘solutionism’. It offers a 
useful, timeless, and actionable non-disciplinary stance to 
HCI. Instead of asking whether research subscribes to the 
‘right’ approach, a system is ‘novel’, or a theory is ‘true’, 
one asks how it advances our ability to solve important 
problems relevant to human use of computers. Are we ad-
dressing the right problems? Are we solving them well? 
The view helps us contribute to some longstanding debates 
about HCI. Moreover, we show that the view is generative. 
We provide ideas on how to apply it as a thinking tool. 
Problem-solving capacity can be analysed for individual 
papers or even whole sub-topics and the field at large. It al-

so works as a springboard for generating ideas to improve 
research agendas. 

We conclude on a positive note by arguing that HCI is nei-
ther unscientific nor non-scientific (as some have claimed 
[40]) or in deep crisis [25]. Such views do not recognise the 
kinds of contributions being made. Instead, on many 
counts, HCI has improved problem-solving capacity in hu-
man use of computing remarkably and continues to do so. 
However, as we show, these contributions tend to focus on 
empirical and constructive problem types. In a contrast to 
calls for HCI to be more scientific [21], interdisciplinary 
[3], hard [36], soft [9], or rigorous [40], the systematic 
weakness of HCI is, in fact, our inability to produce con-
ceptual contributions (theories, methods, concepts, and 
principles) that link empirical and constructive research.  

THREE TYPES OF RESEARCH PROBLEM IN HCI 
Our first point is that the key to understanding HCI as prob-
lem-solving is the recognition that its research efforts clus-
ter around a few recurring problem types. We effectively 
‘collapse’ the (apparent) multiplicity of research efforts un-
der a few problem types. This not only simplifies HCI but 
also transcends some biasing presumptions arising from 
methodology, theory, or discipline. One can now see simi-
larities and differences between, say, an observational study 
of a novel technology and a rigorous laboratory experiment, 
without being bound by their traditions. 

In this section, we 1) introduce Laudan’s notion of research 
problem briefly, 2) extend his typology to cover engineer-
ing and design contributions to HCI, and 3) argue that con-
tributions in HCI can be classified via this typology.  

Laudan originally distinguished only two types of research 
problem—empirical and conceptual. These are defined in 
terms of absence or inabilities to understand or achieve 
some ends. As we argue below, the two types are applicable 
also to HCI. However, to not let design ‘off the hook’, HCI 
should cover engineering and design contributions. This as-
pect is clear in almost all definitions of HCI as a field, in-

 
Figure 1. This paper analyses HCI research as problem-solving. Scientific progress in HCI is defined as improvements in our 

ability to solve important problems related to human use of computing. Firstly, a subject of enquiry is defined and its im-
provement potential analysed. Then, a research problem is formulated. The outcome of the research (i.e., the solution) is evalu-

ated for its contribution to problem-solving capacity defined in terms of five criteria.  

Oulasvirta, A., & Hornbæk, K. (2016, May). HCI research as problem-solving. In Proceedings of the 2016 CHI 
Conference on Human Factors in Computing Systems (pp. 4956-4967).



Example: color portraits
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Color Portraits: 
 From Color Picking to Interacting with Color 

Ghita Jalal, Nolwenn Maudet, Wendy E. Mackay 
Inria, Université Paris-Sud, CNRS 

F-91405 Orsay, France 
{Jalal, Maudet, Mackay}@lri.fr 

ABSTRACT 
Although ubiquitous, color pickers have remained largely 
unchanged for 25 years. Based on contextual interviews 
with artists and designers, we created the Color Portraits 
design space to characterize five key color manipulation 
activities: sampling and tweaking individual colors, 
manipulating color relationships, combining colors with 
other elements, revisiting previous color choices, and 
revealing a design process through color. We found similar 
color manipulation requirements with scientists and 
engineers. We designed novel color interaction tools 
inspired by the design space, and used them as probes to 
identify specific design requirements, including: interactive 
palettes for sampling colors and exploring relationships; 
color composites for blending and decomposing colors with 
other elements; interactive histories to enable reuse of 
previous color choices; and providing color as a way to 
reveal underlying processes. We argue that color tools 
should allow users to interact with colors, not just pick or 
sample them. 

Author Keywords 
Color picker; Color tools; Creativity; Generative Design  

ACM Classification Keywords 
H.5.2 [User Interfaces]: Theory and Models 

INTRODUCTION 
Desktop computing suppports the creation of diverse types 
of digital media, including drawings, spreadsheets, 
photographs, video and multimedia documents. Appli-
cations for creating digital media usually include a color 
picker, with three common features: a visual representation 
of a specified color model, the organization of displayable 
colors into a three-dimensional color space, and controls to 
change parameter values within that space [6]. Users can 
select individual colors from the color space, either with the 
mouse or by specifying a three-digit code, such as an RGB 
value. Some color pickers also allow users to select a color 
from a pixel in an image or from existing color swatches. 

Despite being ubiquitous, color pickers have changed little 
over the past 25 years. Fig. 1 shows almost identical layouts 
and controls for three common color pickers; the only new 
features are their underlying color spaces, which have been 
updated according to research in color perception [7] and 
representation [20]. 

 
Figure 1: Today's color pickers have changed little since 1990. 

Of course, one reason that color picker design is static 
could be that color picking is a "solved" problem––users 
can successfully manipulate color in digital documents. 
However, Bailey et al. [2] show that untrained users still 
have trouble selecting particular colors, and Albers [1] 
argues that professional artists do not want to simply follow 
prescribed color systems and theories. 

We are interested in how users, especially artists and 
designers, manipulate color as part of their creative process. 
We begin with a review of related research on color 
perception, techniques for visualizing color spaces, and the 
design of specialized color manipulation tools. We describe 
our findings from interviews with artists and designers who 
focus on color, and frame the results as a design space, 
called Color Portraits. We verify our design space through 
a second set of interviews with non-expert color users, and 
an analysis of current color tools. Finally, we present a set 
of novel color-manipulation tools that test the generative 
power of the design space. We presented these to users as 
probes and conclude with implications for the design of 
more advanced color manipulation tools. 

© 2015 Association for Computing Machinery. ACM acknowledges that this
contribution was authored or co-authored by an employee, contractor or affiliate
of a national government. As such, the Government retains a nonexclusive,
royalty-free right to publish or reproduce this article, or to allow others to do so,
for Government purposes only. 
CHI 2015, April 18 - 23 2015, Seoul, Republic of Korea  
Copyright 2015 ACM 978-1-4503-3145-6/15/04…$15.00 
http://dx.doi.org/10.1145/2702123.2702173 
 

H
P
d
a
p
d
d

W
in
p
a
p
a

P
o
s
s
w
b

D
to
in
p
m

A
w
d
p
th
th
m
m
c

R
W
W
e
th
p
a
f
c
p

F

HOW DO ARTI
Participants: W
designers (4 me
an essential pa
professions inc
designer, grap
designer and in

We are interest
ncorporate co

produce specifi
are our prima
physical color 
and may inspire

Procedure: We
office for abou
stories about t
show us the re
which their inte
but also when i

Data Collection
ook written no
nteractions w

photographed e
manipulation to

Analysis: We c
with a photogr
describe each 
process (see Fi
he participants
heory [9] a

manipulation c
more categorie
categories to cr

RESULTS: CO
We collected 3
We identified 
explicitly chose
hat the final c

participants m
artifacts and d
focuses on the 
chosen becaus
participants, us

Figure 2: Eight 

ISTS INTERAC
We observed an

en, 4 women; 
art of their wo
cluded painter
phic designer
nteraction desig

ted in the tool
olor into their
fic color effect
ary concern, w

practices that
e new ways to 

e interviewed 
ut one hour. 
their use of co
sulting artifact
eraction with c
it was extremel

n: We recorded
otes. We also r

with the obje
each artifact an
ools.  

created a story
raph of the ar
step in the co
ig. 4). We late
s to verify the
approach to 
categories and 
es. We chose 
reate the ColorP

OLOR PORTRA
35 separate st

several surp
e an 'incorrect
color had not 

moved back a
digital colors. 
most common

se they appear
ually with mul

artists and des

CT WITH COLO
nd interviewed 
age 23-45) wh
rk practice (se
r, illustrator, c
, product de

gner. 

s and techniqu
r work, espec
s. Although di
we also want
t have evolved
manipulate co

participants in
We asked par
olor in recent 
ts. We probed 
color was partic
ly difficult or i

d audio for eac
recorded video
ects they had
nd any related 

yboard to illus
rtifact, as well
olor creation an
er showed thes
e details. We u

define ten 
mapped each 
the five mos

rPortaits design

AITS DESIGN S
tories from eig
prising practi
' color to indic
yet been chos

and forth be
However, ou

n color manipu
red for half o
ltiple examples

igners demonst

OR? 
eight artists an

ho consider col
ee Fig. 2). The
ceramist, spati
esigner, servi

ues artists use 
cially how th
igital color too
t to understan
d over centuri
lor online. 

n their studio 
rticipants to te
projects and 
for situations 

cularly effectiv
mpossible. 

ch interview an
o of participant
d created, an
color creation 

trate each stor
l as drawings 
nd manipulatio

se storyboards 
used a ground
different col
story to one 

st representativ
n space.  

SPACE 
ght participan
ices: one art
cate to the clie
sen, and sever
etween physic
ur analysis he
ulation practice
or more of th
s per participan

trated how they

nd 
lor 
eir 
ial 
ice 

to 
ey 
ols 
nd 
ies 

or 
ell 
to 
in 

ve, 

nd 
ts’ 
nd 
or 

ry, 
to 
on 
to 
ed 
lor 
or 
ve 

ts. 
ist 

ent 
ral 
cal 
ere 
es, 
he 
nt. 

Sampl
One o
particu
either
from a
colors 
them t
color s

Surpris
which
it with
Adobe
she ha
design
Illustra

The re
but on
manipu
variety
and ph
cerami
sample
chose 
version

More 
sample
For ex
paintin
picker'
them t
palette
InDesig
palette
three tu
colors 

y manipulate co

les: Picking an
of the most c
ular color. Colo
from the colo

an existing sam
directly, they m

to an artifact. F
selection, inclu

singly, only t
they selected 

hout further mo
e Photoshop's c
ad already us
er) tried to cr
ator's color pick

emaining partic
nly as a small 
ulation process
y of samples, in
hotographs, a
ics or textiles
e color directly
a blue from 

n of his poster 

often (7/8 par
e and then twea
xample, P2 (E
ngs she had fo
's design space
to her mood b
e using Kuler, 
ign, changed o
e in his final 
ubes of oil col
for his painting

Figure 3: Users
and 

olor to achieve e

nd Tweaking 
ommon tasks 
ors are derived

or space provid
mple. Althoug
more often twe
Fig. 3 defines 

uding: 

two participan
a color from t

odification. P6 
color picker to 
sed for a we
reate 'unusual 
ker. 

cipants used co
part of a mu

s. Most (7/8 pa
ncluding onlin

as well as ph
s. Occasionally
y, such as whe
a catalog to 
would appear 

rticipants), par
aked it before a

Exhibit designe
found online, a
e to modify th
board. P7 (Ser

extracted colo
ne of them, an
design. P1 (P
lors and mixed
g (see Fig. 4). 

s pick colors fro
often tweak the

effects in both p

is simply to
d from differe
ded by a color
gh users can a
eak them befor
 two activities

nts mentioned
the color picke

(Product Desi
recreate a part

ebsite, and P4
colors' by us

ommercial col
uch more elabo
articipants) ch

ne websites, col
hysical objects
y, participants
en P4 (Graphic

ensure that t
exactly as he w

rticipants start
applying it to t
er) sampled c
and then used

he samples bef
rvice designer)
ors from the s
nd then used th
ainter) selecte

d them to obtai

om diverse sour
em later.  

physical and dig

o choose a 
nt sources, 
r picker or 
apply these 
re applying 
s related to 

d cases in 
er and used 
igner) used 
ticular blue 
4 (Graphic 
ing Adobe 

lor pickers, 
orate color 

hose from a 
lor palettes 
s, such as 
s used the 
c designer) 
the printed 
wanted.  

ted with a 
the artifact. 
olors from 

d the color 
fore adding 
) created a 
screen with 
he resulting 
ed a set of 
in the final 

 
rces,  

 
gital media.

Interacting with GUIs

History: Interacting with past actions 
Participants often performed similar tasks again and again, 
or revisited old artifacts when creating new ones. They 
needed to remember both how they initially created colors 
and also how the colors were applied in the final artifact. 
Participants were also interested in intermediate steps, 
which would let them explore alternative paths without 
starting over. Fig. 7 defines two activities related to history, 
including: preserving source materials and final artifacts, 
and capturing intermediate steps in the selection process.  

 
Half the participants (4/8) sought ways to save meaningful 
intermediate steps in the process of creating a final color. 
For example, P5 (Ceramist) kept samples of every color she 
created over the past decade, as well as notebooks 
containing personal names, codes and the numbers of trials 
needed to obtain each color. 

A few participants (2/8) also kept track of source colors. 
For example, P7 (Service designer) saved images he 
downloaded from the internet: “I use these images to 
extract colors for my palettes and I keep them for later 
reuse.”[P7]. Other participants saved their final palettes 
with the resulting artifact. For example, P4 (Graphic 
designer) placed different-sized rectangles with each final 
color into the unused space beyond the margins, and saved 
them as part of the final document. 

Some participants (2/8) wanted to return to a previous use 
context, with both the initial color source and the final 
artifact. For example, P5 (Ceramist) used several previously 
created red tiles to develop a nuanced set of three slightly 
different red tiles for another client. 

Unfortunately, color pickers support only the most limited 
form of history. Although many provide slots for recording 
previous color choices, these colors are devoid of context 
about their sources, the sequence of steps necessary to 
recreate them, and the final result.     

Process: Revealing activity over time 
Sometimes participants who create physical objects 
observed color changes that revealed useful information 
about interim states. Unlike previous dimensions, color here 
is not the focus, but rather a means to an end. We are 
interested in how this physical use of color can affect 
electronic media. Fig. 8 defines two activities related to the 
color change process, including: manipulating color that 
results from other activities and revealing on-going 
processes.  

 
Half the participants used color to indicate how they created 
an artifact or the amount of time spent on its creation. P6 
(Product Designer) observed colors to determine important 
details about her design process: “Just by looking at the 
pot, you can see how many layers I used”. In another 
project, she heated metal chairs, which caused the metal to 
change colors. She stopped the process when she liked the 
color and applied a coating to stabilize the color. Here, she 
manipulated color indirectly though changes in 
temperature. This suggests an interesting opportunity for 
electronic color manipulation tools, in which color change 
reveals the underlying changes in an online activity. 

Color Portraits Design Space: We observed multiple 
examples of each design category, which form the five key 
dimensions of the Color Portraits design space: 

 Sample start from an initial color; tweak properties to 
obtain a final color. 

 Palette  manipulate relationships among groups of 
colors.  

 Composite combine colors with other elements such as 
texture; decompose to disparate elements.  

 History  capture and reuse source and target color 
contexts; preserve meaningful interim steps.  

 Process reveal progress through color changes. 

EVALUATING COLOR PORTRAITS 
Color Portraits reflects core color manipulation needs for a 
specific user group: artists and designers. We are also 
interested in whether other users who create digital content 
use similar techniques, and how well current color tools 
meet the needs we have identified. We would also like to 
explore how this design space can offer new insights into 
the design of more powerful color manipulation tools.  

Testing with non-color specialists 
To test the broader applicability of the Color Portraits 
design space, we interviewed eight scientists and engineers 
(6 men, 2 women, aged 23-45), from the following 
disciplines: biology, biochemistry, computer science, data 
visualization, game developing, virtual reality engineering, 
automatics and information theory. Each interview lasted 
approximately one hour, in the participant's office. As 
before, we asked participants to show us recent artifacts 
they had created and to describe the steps they followed to 
incorporate color. At the end of the interview, we asked for 
additional stories related to each design space category. We 
recorded audio for all interviews and recorded video of 
participants’ interactions with the resulting artifacts. 

 
Figure 8: Users react to naturally occurring changes in 

color to indicate progress.  

 
Figure 7: Users record color sources and targets, as well as 

intermediate steps. 

 
Figure 11:  Palette Explorer: Users can create interactive color 

palettes with dynamic swatches, enabling them to explore 
spatial relationships and manipulate sets of swatches. 

Users can modify a color in the context of the remaining 
colors by moving the cursor along three axes: X for hue, Y 
for saturation and mouse wheel for brightness. Users can 
also select sets of swatches or the whole palette and modify 
them at the same time, retaining the harmony and other 
characteristics of the original palette. In Fig. 11c, the user 
has shifted the main foreground blue to orange, and the 
remaining colors have changed accordingly. 

Color Compositor – Interacting with composites 
Although some color pickers allow users to include a 
limited set of patterns or textures [23], they do not allow 
users to incorporate their own material. Color Compositor 
lets users combine colors and textures to create their own 
novel composites. 

 
Figure 12:  Color Compositor: Users combine colors and 

textures to create and manipulate composites.  

In Fig. 12a, the user combines orange with an image 
containing slices of a citrus fruit. The user can also modify 
the colors and textures independently. In Fig. 12b, the user 
turns the orange into a lemon. Users can also decompose 
the resulting textured image into its component parts. In 
Fig. 12c, the user extracts color and texture for later reuse. 

Color Partner – Interacting with History 
Participants often reuse previous material from earlier 
projects and develop their own ad hoc techniques for 
capturing a history of their actions. ColorPartner lets users 
capture these interim steps in their color exploration 
process. Users identify a starting point by specifying two 
colors, after which ColorPartner generates novel, related 
colors. In Fig. 13a, the user creates a white and a black dot. 
In Fig. 13b, the system generates a set of related dark 
colors. 

Users can guide which colors are generated through 
proximity to previously generated colors: moving the cursor 
closer to a dot produces more similar colors whereas 
moving the cursor away results in more diverse colors. In 
Fig. 13b, the user generates paler colors in the red range by 
moving from the red dot on the right, towards the white dot.  

 
Figure 13:  Color Partner: Users specify initial colors and move 
the cursor to control generation of new colors. They can save 

interesting intermediate colors by clicking on the dot. 

Over time, colors become smaller and disappear. However, 
the user can save colors by clicking on them; multiple 
clicks enlarge the size of the dot. In Fig. 13c, the user 
indicates a strong preference for three yellow and pale 
orange colors. ColorPartner allows users to return to 
intermediate color choices and use them to create new 
colors. ColorPartner offers an interesting partnership 
between users and the system, since they both collaborate 
on the creation and reuse of collections of colors. 

Color Revealer – Interacting with Process 
Unlike the other activities in the Color Portraits design 
space, process does not treat color as an end in itself, but 
rather as a means to an end. Color changes reveal inter-
mediate steps or the overall state of an activity as it occurs 
over time. Like EditWear [12], which uses color to support 
annotation, ColorRevealer captures traces of the user's 
writing process, modifying hue and intensity. Characters 
each appear in a subtle, colored layer in the background. 

 
Figure 14:  Color Revealer: Users’ hesitations and corrections 

are revealed through changes in hue and intensity. 

In Fig. 14a, the user writes with very little hesitation, so the 
layers behind the text appear as a pale green. Additional 
layers appear as the user deletes or rewrites words. In Fig. 
14b, the user has repeatedly deleted and corrected a number 
of words in his introduction, which introduces blue and 
purple text. Color Revealer allows users to control the 
mapping of colors to their writing activities and provides an 
adjustable timeline that lets them scroll back through earlier 
stages in the writing process. In Fig. 14c, the user needs 
additional time and has adjusted the time scale accordingly. 

These four color tools embody different aspects of the 
Color Portraits design space. We treat them as probes to 
help us evaluate how color manipulation activities are 
represented in the design space and, to understand color 
manipulation more generally. 

INTERACTING WITH PROBES 
We selected participants from the two earlier studies to try 
the probes. We wanted to get an idea of how they 
interpreted each tool in general, and also in the context of 
their current work. 

Jalal et al. (2015) Color Portraits: From Color Picking to Interacting with Color

https://doi.org/10.1145/2702123.2702173


McGrath’s Three domains where each research paper is about

• Substantive domain: The content worthy of study (usually users + application) 

• Conceptual domain: The ideas that give meaning to the results 

• Methodological domain: The techniques for conducting the research 

How to use these domains: 

• Reading: Identify them and evaluate the strength of research contribution in 

each domain 

• Writing: Communicating them upfront and clear early on in your paper
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Types of research contribution 
Empirical: Knowledge about users or system usage 

Artifact: Design and engineering of interactive systems 

Methodological: New or better ways do to research 

Dataset: Benchmarks, inputs for future research 

Survey: Giving structure to the body of knowledge 

Theoretical: Principles, models, lens to better understand research 

Opinion: Changing readers’ mind 

A research paper may make multiple contributions

17 This section is based on Wobbrock & Kientz (2016). Research Contributions in Human–Computer Interaction

Cover in the 
reading assignment 
(examable)

https://doi.org/10.1145/2907069


Empirical contributions

Knowledge based on data gathered through observations 
• In the lab, field (real-world), or simulations 

Research methods include: 
• Qualitative, quantitative, or mixed 
• Experiment, observations, interview, survey questionnaire, 

ethnography, experience sampling, diary, crowdsourcing 

Evaluation: 
• Importance of the findings (to the target users, to 

technologies, to future research) 
• Soundness of the method
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Figure 3: Individual and average Total Words Highlighted by 
condition. 

Eighteen participants (43%) noted that the word limit a�ected 
their highlighting strategy. Speci�cally, sixteen (38%) indicated that 
the word limit encouraged them to highlight less and focus on the 
the most important points, with comments like: “I kind of liked it 
because it forced me to highlight only the parts I thought were more 
important. In turn, this forced me to understand the story and main 
themes more” (P34). 

4.2.1 Highlight Word Count. To corroborate these �ndings, we 
examined the Total Words Highlighted and Number of Highlights 
for the ����������� and ������������� conditions (Figure 3), 
and found that Total Words Highlighted was much lower in the ����
�������� condition (M=118.5, SD=41.9) than the ������������� 
condition (M=263.7, SD=186.5; ? < .001). However, the Number of 
Highlights for the two conditions were similar (24.4 vs. 19.2 high-
lights), suggesting that each highlight contained fewer words. We 
examined the Words per Highlight to con�rm this and found that 
when �����������, highlights were an average of 4.8 words, much 
lower than 13.7 words in ������������� (? < .001). 

4.2.2 Highlighted Content. To get a sense of the types of words 
participants highlighted, we examined heat maps of the raw high-
lights, where common highlights between participants appeared 
more opaque (Figure 4). As we had two highlighting conditions 
and participants could highlight one of ten stories, the number of 
participants who highlighted the same story for a single condition 
is low (5 to 10), so we discuss common themes across all stories. 
Participants highlighted a wide range of text, especially for the ���
����������� condition, so we �ltered the heat maps to only show 
text where a majority of the participants highlighted the same thing 

Figure 4: Example of highlighted content that was high-
lighted when (a) ����������� and (b) ������������� (opac-
ity is normalized across participants). 

Figure 5: Example di�erences between similar highlights 
when ������������� and �����������. 

(i.e., opacity � 0.5) and compared similar types of highlights across 
conditions. One story had no participants for the ����������� 
condition, so we only consider nine stories. 

The most common di�erences between similar highlights for the 
two conditions were removing �ller words when ����������� (7 
stories; 78%); in contrast, this only occurred for two stories in the 
������������� condition. This often involved separating longer 
highlights by article words or prepositions (Figure 5a). When ad-
ditional adjectives were used to describe the same noun, the �rst 
adjective was typically highlighted while others were ignored (Fig-
ure 5b). When a person or place was described using a few sentences, 
participants highlighted the concept itself without the de�nition 
(Figure 5c). Although less information was highlighted when ����
��������, some participants noted that each highlight e�ectively 
created a kind of bookmark to �nd additional details, for example, 
“it was pretty handy in order to know where to look in the text for 
speci�c segments of the story [...] Due to the limit on how much I could 
highlight, I only really used it for that” (P33). Some online resources 
at universities include highlighting tips like “highlight key words 
and phrases instead of full sentences” [26], so it appears as though 
participants in the ����������� were encouraged to highlight in 
this way. 

4.2.3 Reaching the Limit. We anticipated that participants would 
delete more highlights in the ����������� condition once the limit 
was reached. Overall, it had twice as many deletions compared to 
������������� (117 vs. 59). However, participants only reached 
the word limit 46 times (3% of all highlighting activities). This 
suggests that participants were highlighting few words from the 
onset rather than shortening retroactively, supported by comments 
like: “the amount of highlighted words was something that I had to 
constantly keep track of. I predicted that I would run out of highlights 
available unless I used them carefully” (P31). 

This reluctance to delete highlights is further supported by the 
distribution of highlight locations for all valid highlights (Figure 
6). Participants in the ����������� condition tended to highlight 
more at the beginning of the document, while those in the ������
�������� condition highlighted more consistently throughout the 
entire document. By focusing their highlights on text earlier in the 
document, participants typically ran out of words halfway through 
their reading and highlighting session (Figure 7), which led to more 
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15.1 average score (SD=3.1; Figure A.2). As the stories were short, 
participants were likely able to re-read them during the test, lead-
ing to higher scores and little di�erentiation between conditions. 
These results indicated a 5 minute time limit was reasonable to 
increase test pressure and encourage participants to rely more on 
their memory and highlights, instead of re-reading the story. 

As between-subjects experiments have less statistical power, it 
was not practical to run three experimental conditions alongside 
two baseline conditions at a large scale. As such, we ran another 
pilot with 98 participants (16 to 25 per condition) to identify which 
word limit was most promising. A shorter time limit proved to be 
successful at di�erentiating the conditions, and our results sug-
gested that the 150 word limit may lead to higher scores when 
working under a 5 minute time limit for the test (Figure A.3). In the 
main experiment, we constrain highlights to 150 words, which cor-
responds to roughly 10% of the document word count. We include 
data from these participants in the main results. 

3.5 Procedure 
Participants received a link to the document reader web application 
through the Proli�c system. The task was restricted to desktop 
and laptop devices. They entered basic demographic information 
and read instructions, then they were presented with the reading 
interface where they read the short story and highlighted content 
of interest if permitted in their condition. There was no time limit 
during the reading stage of the experiment. Once they �nished 
reading, they answered 7 short questions about their experience 
using the reading interface. 

After 24 hours, the participant could access the test interface, 
which displayed the short story marked up with their highlights 
along with 20 multiple choice questions. If the participant answered 
all questions within the 5 minute time limit, they could press a 
button to �nish the test early. Otherwise, the test automatically 
ended after 5 minutes. Participants were not allowed to pause the 
timer during the test, and they were told to �nish the test in one 
sitting prior to beginning. They answered 8 short questions about 
their experience completing the test. 

3.6 Design 
We opted for a between-subjects design over a within-subjects 
design to keep the experiment shorter for each participant and 
to prevent order e�ects across conditions (e.g., implicitly learning 
to highlight less, or learning the types of questions that may be 
asked in subsequent conditions). There is one primary independent 
variable, ����������, with 3 levels: ���� (n=43), ����������� (i.e., 
up to 150 words; n=42), and ������������� (n=42). All participants 
read one of 10 documents, using one ���������� condition. Both 
were randomly assigned. 

The primary measures computed from logs were: 
• Reading Comprehension, the number of questions the participant 
answered correctly during the reading comprehension test (0-20 
range). 

• Words per Highlight, the number of words within a single high-
light. 

• Total Words Highlighted, the total number of words highlighted, 
counting only the highlights that the participant did not delete. 

• Number of Highlights, the �nal count of highlights. 
• Duration, the time taken (in minutes) to read or highlight the 
document. 

• Number of Deletions, the number of times the participant deleted 
a highlight from the document. 

• Limit Reached, an indicator variable for whether the word limit 
was exceeded while attempting to add a new highlight. 
The post-reading questions had 6 measures from the NASA-TLX. 

The post-test questions had the same 6 measures and one additional 
question asking participants how frequently they referred back to 
the story and their highlights (all 1-7 scale). The values for Perfor-
mance were reversed (i.e., 8 - x) to align valence and numeric scores. 
The post-reading and post-test questions both included a single 
open-ended question asking about the participant’s experience. 

4 RESULTS 
Where applicable, we use a Kruskal-Wallis test and Mann-Whitney 
U tests with Holm’s corrections for multiple comparisons. Error 
bars in charts are 95% con�dence intervals (bootstrapped with 
10,000 re-samples). 

4.1 Reading Comprehension 
Overall, we observe that constraining highlights to 150 words 
can improve reading comprehension scores (Figure 2). A signif-
icant main e�ect of Reading Comprehension (j2 = 15.7, ? <2,# =127 
.001, [2 = .11 ) and post hoc tests revealed that ����������� 
(M=14.3, SD=3.4) led to higher scores than both ���� (M=10.5, 
SD=4.8; ? < .001) and ������������� (M=12.1, SD=4.2; ? < .05). 
Standard deviations and individual scores show that the spread 
of data for ����������� was tighter (IQR=13 to 17) than both 
���� (IQR=7 to 14) and ������������� (IQR=10 to 15.75), sug-
gesting that scores were more consistent when working under a 
����������� ���������� constraint. 

4.2 Highlighting Experience 
To better understand why a 150 word highlight constraint improved 
Reading Comprehension, we grouped open-ended responses from 
the reading portion of the experiment for participants in the ����
�������� condition (n=42). The groupings were done by the �rst 
author as the data was straightforward. 
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Figure 2: Individual and average Reading Comprehension by 
condition. 
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Artifact contributions

Design and engineering of interactive systems that 

reveal new possibilities 

Evaluation: 

• Systems, architectures, tools, and toolkit:  What 

do they make possible? How do they do so? 

• Interaction techniques: Quantitative evaluation 

of human performance benefits 

• Design sketches: How insightful, compelling, 

and innovative? How designs negotiates trade-

offs and hold competing priorities in balance?
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EXAMPLE: DYNAMIC SKETCHING WITH AR

Suzuki et al. (2020) RealitySketch: Embedding Responsive Graphics and 
Visualizations in AR through Dynamic Sketching
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Figure 1. RealitySketch enables the user to draw and visualize physical phenomena like a pendulum’s motion though real-time sketching: A) Select
the ball to track, then draw a line and bind it with the physical ball. B) Draw a vertical line and an arc to parameterize the angle between the tracked
ball and the center line. C) The sketched elements dynamically respond when the pendulum swings. D) Responsive graphics record and visualize the
motion of the pendulum.

ABSTRACT
We present RealitySketch, an augmented reality interface for
sketching interactive graphics and visualizations. In recent
years, an increasing number of AR sketching tools enable
users to draw and embed sketches in the real world. However,
with the current tools, sketched contents are inherently static,
floating in mid air without responding to the real world. This
paper introduces a new way to embed dynamic and responsive
graphics in the real world. In RealitySketch, the user draws
graphical elements on a mobile AR screen and binds them
with physical objects in real-time and improvisational ways, so
that the sketched elements dynamically move with the corre-
sponding physical motion. The user can also quickly visualize
and analyze real-world phenomena through responsive graph
plots or interactive visualizations. This paper contributes to a
set of interaction techniques that enable capturing, parameter-
izing, and visualizing real-world motion without pre-defined
programs and configurations. Finally, we demonstrate our tool
with several application scenarios, including physics educa-
tion, sports training, and in-situ tangible interfaces.

CCS Concepts
•Human-centered computing ! Human computer inter-
action (HCI);

Author Keywords
augmented reality; embedded data visualization; real-time
authoring; sketching interfaces; tangible interaction;
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INTRODUCTION
Over the last decades, interactive and dynamic sketching has
been one of the central themes in human-computer interac-
tion (HCI) research [33, 60, 61, 73]. Since Sutherland first
demonstrated the power of interactive sketching for computer-
aided design [94], HCI researchers have explored ways to
sketch dynamic contents that can interactively respond to user
input [51, 52, 53, 80], thus enabling us to think and commu-
nicate through a dynamic visual medium. The applications
of such tools are vast, including mathematics and physics
education [63, 91], animated art creation [51, 52, 53, 110],
and interactive data visualization [9, 11, 64, 70, 100, 109].
Through these research outcomes, we have now developed
a rich vocabulary of dynamic sketching techniques to fluidly
create interactive, animated contents in real-time.

With the advent of augmented and mixed reality inter-
faces [72], we now have a unique opportunity to expand such
practices beyond screen-based interactions towards reality-
based interactions [43, 45, 104]. In fact, there is an increasing
number of tools that provide sketching interfaces for aug-
mented reality, from commercial products like Just a Line [38],
Vuforia Chalk [41], and DoodleLens [108] to research projects
like SymbiosisSketch [1] and Mobi3DSketch [58]. These tools
allow users to sketch digital elements and embed them in the
real world. However, a key limitation is that the sketched
content is static — it does not respond, change, and animate
based on user actions or real-world phenomena.

What if, instead, these sketched elements could dynamically
respond when the real world changes? For example, imagine
a line sketched onto a physical pendulum that moves as the
pendulum swings (Figure 1 A-B). This capability would allow
us to directly manipulate the sketch through tangible inter-
actions (Figure 1 C) or capture and visualize the pendulum
motion to understand the underlying phenomenon (Figure 1 D).
Such responsive and embedded sketching would enable a new
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mented reality, from commercial products like Just a Line [38],
Vuforia Chalk [41], and DoodleLens [108] to research projects
like SymbiosisSketch [1] and Mobi3DSketch [58]. These tools
allow users to sketch digital elements and embed them in the
real world. However, a key limitation is that the sketched
content is static — it does not respond, change, and animate
based on user actions or real-world phenomena.

What if, instead, these sketched elements could dynamically
respond when the real world changes? For example, imagine
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Such responsive and embedded sketching would enable a new

ermission to make digital or hard copies of all or part of this work for personal or
lassroom use is granted without fee provided that copies are not made or distributed
or profit or commercial advantage and that copies bear this notice and the full citation
n the first page. Copyrights for components of this work owned by others than the
uthor(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
epublish, to post on servers or to redistribute to lists, requires prior specific permission
nd/or a fee. Request permissions from permissions@acm.org.
IST ’20, October 20–23, 2020, Virtual Event, USA
2020 Copyright is held by the owner/author(s). Publication rights licensed to ACM.

CM ISBN 978-1-4503-7514-6/20/10 ...$15.00.
ttps://doi.org/10.1145/3379337.3415892

https://doi.org/10.1145/3379337.3415892
https://doi.org/10.1145/3379337.3415892


Methodological contributions

New ways of acquiring knowledge, e.g., improving how we 

discover, measure, analyze, or create things 

Evaluation: 

• Utility: What does the proposed method enable? Can we 

accomplish this by any other means? 

• Validity: To which extent does the method perform as 

claimed? What are limitations? 

• Reproducibility: How easy can others apply the methods? 

• Reliability: Given the same input, does it always produce 

outputs with the same key characteristics?

20

EXAMPLE: BIOPLASTICS AS PROTOTYPING 
MATERIALS

Prototyping So� Devices with Interactive Bioplastics 
Marion Koelle∗ Madalina Nicolae∗ Aditya Shekar Nittala 
Saarland University, Saarland University, Saarland University, 

Saarland Informatics Campus, Saarland Informatics Campus, Saarland Informatics Campus, 
Saarbrücken, Germany and Saarbrücken, Germany and Saarbrücken, Germany and 

OFFIS – Institute for Léonard de Vinci Pôle Universitaire, University of Calgary, 
Information Technology, Research Center, Calgary, Canada 
Oldenburg, Germany Paris La Défense, France anittala@ucalgary.ca 
marion.koelle@o�s.de madalina.nicolae@devinci.fr 

Marc Teyssier Jürgen Steimle 
Léonard de Vinci Pôle Universitaire, Saarland University, 

Research Center, Saarland Informatics Campus, 
Paris La Défense, France Saarbrücken, Germany 
marc.teyssier@devinci.fr steimle@cs.uni-saarland.de 

Conductive Bioplastic
Sheets

Base Materials Soft Interactive DevicesMaterial Forms

Re-use Degrade, Compost or EatRe-Melt & Re-Cast

Beeswax
Activated
Charcoal

Gelatin

Carbon Black

Alginate

Conductive Bioplastic
Pastes

Conductive Bioplastic
Foams

S
yn
th
es
iz
e

Fa
br
ic
at
e

Figure 1: We synthesize conductive bioplastic sheets, pastes, and foams from sustainable base materials. Additive and subtrac-
tive fabrication methods allow to combine them with conventional electronics to create soft interactive devices. If no longer 
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ABSTRACT 
Designers and makers are increasingly interested in leveraging 
bio-based and bio-degradable ‘do-it-yourself’ (DIY) materials for 
sustainable prototyping. Their self-produced bioplastics possess 
compelling properties such as self-adhesion but have so far not 
been functionalized to create soft interactive devices, due to a lack 
of DIY techniques for the fabrication of functional electronic cir-
cuits and sensors. In this paper, we contribute a DIY approach for 
creating Interactive Bioplastics that is accessible to a wide audience, 
making use of easy-to-obtain bio-based raw materials and familiar 
tools. We present three types of conductive bioplastic materials and 
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Figure 3: Circuit (a) fabricated from a stack of three conduc-
tive alginate sheets using a plotter cutter. A surface-mount 
LED (a-c) can be driven at as low as 5V and controlled via a 
capacitive button (b). 

b c d

Figure 4: Our pastry application case (a) uses conductive 
bioplastic sheets from gelatin and activated charcoal for 
‘speech bubble’ capacitive proximity sensors (b-c). They 
have the potential to be edible (d). 

as decorative elements in other, freshly prepared or re-molten bio-
plastics. 

4.2 Circuit Example 
Decorative on-body ornaments including LEDs have been explored 
and popularized by prior work [73, 95]. Here, we demonstrate 
how conductive traces can be created from our conductive alginate 
sheets and combined with conventional electronics (e.g., LEDs). 

We use a plotter cutter to create the circuit (shown in Figure 3) 
and transfer it to a non-conductive (transparent) alginate sheet. 
Cut into 1.5mm wide traces of ⇠65mm length and stacked in three 
layers, our conductive alginate sheets are su�ciently conductive 
to drive a surface-mount LED at as low as 5V (no current limiting 
resistor). We connect LED and traces using a conductive paste (cf., 
subsequent section) from CléoBio infused with 10% carbon black. 

For interactivity, we added a capacitive touch sensing button 
to turn the LED on or o�. We used a MPR121 module connected 
to an Arduino Uno board to detect capacitive touch and control 
the LED. The bioplastic circuit is connected to a re-usable adapter 
from copper traces on acetate and secured with conductive paste. 
If no longer in use, these ‘soldered’ connections can be dissolved in 
water and the LED and adapter retrieved. Alginate sheets can, e.g., 
be added to the compost. 

4.3 Edible Gelatin Capacitive Sensor 
Edible artifacts are a vibrant research area [1, 101, 122]. In this appli-
cation case, we demonstrate the use of a variant of our conductive 
sheets that is entirely made of food-grade ingredients and works as 
a capacitive touch sensor on top of dry but soft pastry, a macaron. 

We created 1mm thick conductive sheets from 6g gelatin, 4g 
glycerin, and 30g tap water infused with 2g food-grade activated 

charcoal (5% carbon ratio). The resulting sheet is su�ciently con-
ductive for capacitive touch sensing, can be deformed, but is not 
stretchable. We manually cut decorative shapes (‘speech bubbles’) 
using a surgical knife and attached them to the pastry’s (macaron’s) 
upper side. We used roulade needles to connect these sensing elec-
trodes to a circuit positioned underneath the pastry. Capacitive 
sensing and sound output are implemented on an Arduino Uno 
using a 8 �/0.2W mini speaker and the Talkie library1. When a 
user attempts at taking one of the pastries, a sound utterance tells 
them to take one of the other pastries (Figure 4b). 

For consumption, the macaron could be picked up and lifted from 
the pierced connector (Figure 4c-d). Our conductive gelatin ‘speech 
bubble’ can be removed, re-molten, and re-cast. For this application 
case, we compared two strips of conductive gelatin (5% carbon 
ratio): one cut from the same sheet as our ‘speech bubbles’ (10mm x 
70mm, 0.4g) and one created by re-melting 0.4g of left-over pieces. 
Gelatin scraps were molten in a beaker together with a few drops of 
water (less than 0.1g) and cast into a 10mm x 70mm wooden frame. 
The resulting strip’s visual appearance is glossier than the original 
sheet. Yet, the conductivity of both strips is comparable with a sheet 
resistance (cf., method in section 7.1) between 286k�/⇤ (re-cast 
sheet) and 350k�/⇤ (original sheet). 

Moreover, this application example has the potential to be fully 
edible: each ‘speech bubble’ weighs 0.4g-0-6g. Based on our material 
formulation, we estimate the amount of activated charcoal in the 
dried pieces at approx. 16.7%, i.e., less than 0.1g per macaron. For 
comparison, EFSA (European Food Safety Authority) approved 
dosage of activated charcoal is 1g as a food supplement [29]. 

5 CONDUCTIVE BIOPLASTIC PASTES 
Conductive inks or pastes are widely used for prototyping soft 
circuits and devices. Not only can they be used to create circuits and 
sensors on diverse substrate materials, but they are also compatible 
with diverse patterning techniques, ranging from the ease and 
�exibility of hand painting or drawing [15, 83] to making use of 
stencils or silk screens [90] for high resolution and precise control. 

In this section, we introduce conductive pastes that are applicable 
for hand painting and stencil painting on bioplastics from alginate, 
gelatin and agar, as well as beeswax sheets. They are su�ciently 
conductive to create functional circuits and simple self-contained 
micro-controller shields. They also enable skin-exposed electrodes 
from gelatin that possess self-adhesion to skin. 

Material Formulation & Synthesis. We present a novel DIY for-
mulation for conductive pastes based on two types of bio-based 
adhesives that we infuse with carbon black. For an easy production, 
we decided to use o�-the-shelf bio-based adhesives: organic starch 
glue (CléoBio), made from starch and water, and ‘edible glue’ (FUN-
CAKES), made from carboxymethylcellulose (CMC) and water. We 
achieved su�ciently conductive results using ratios of 10% (10g : 1g) 
and 16.67% (12g : 2g) carbon black. 

Due to its �uid consistency, ‘edible glue’ requires a �ller, i.e., 
a thickening agent. While non-conductive �llers such as starch 
are also applicable, we obtained a good viscosity and increased 
conductivity by combining carbon black (as conductor), with carbon 

1https://www.arduino.cc/reference/en/libraries/talkie/, accessed 26/07/2022 
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We use a plotter cutter to create the circuit (shown in Figure 3) 
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layers, our conductive alginate sheets are su�ciently conductive 
to drive a surface-mount LED at as low as 5V (no current limiting 
resistor). We connect LED and traces using a conductive paste (cf., 
subsequent section) from CléoBio infused with 10% carbon black. 

For interactivity, we added a capacitive touch sensing button 
to turn the LED on or o�. We used a MPR121 module connected 
to an Arduino Uno board to detect capacitive touch and control 
the LED. The bioplastic circuit is connected to a re-usable adapter 
from copper traces on acetate and secured with conductive paste. 
If no longer in use, these ‘soldered’ connections can be dissolved in 
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for hand painting and stencil painting on bioplastics from alginate, 
gelatin and agar, as well as beeswax sheets. They are su�ciently 
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micro-controller shields. They also enable skin-exposed electrodes 
from gelatin that possess self-adhesion to skin. 
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ABSTRACT 
Designers and makers are increasingly interested in leveraging 
bio-based and bio-degradable ‘do-it-yourself’ (DIY) materials for 
sustainable prototyping. Their self-produced bioplastics possess 
compelling properties such as self-adhesion but have so far not 
been functionalized to create soft interactive devices, due to a lack 
of DIY techniques for the fabrication of functional electronic cir-
cuits and sensors. In this paper, we contribute a DIY approach for 
creating Interactive Bioplastics that is accessible to a wide audience, 
making use of easy-to-obtain bio-based raw materials and familiar 
tools. We present three types of conductive bioplastic materials and 

∗Both authors contributed equally to this research. 

Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for pro�t or commercial advantage and that copies bear this notice and the full citation 
on the �rst page. Copyrights for components of this work owned by others than the 
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or 
republish, to post on servers or to redistribute to lists, requires prior speci�c permission 
and/or a fee. Request permissions from permissions@acm.org. 
UIST ’22, October 29-November 2, 2022, Bend, OR, USA 
© 2022 Copyright held by the owner/author(s). Publication rights licensed to ACM. 
ACM ISBN 978-1-4503-9320-1/22/10. . . $15.00 
https://doi.org/10.1145/3526113.3545623 
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Figure 3: Circuit (a) fabricated from a stack of three conduc-
tive alginate sheets using a plotter cutter. A surface-mount 
LED (a-c) can be driven at as low as 5V and controlled via a 
capacitive button (b). 

b c d

Figure 4: Our pastry application case (a) uses conductive 
bioplastic sheets from gelatin and activated charcoal for 
‘speech bubble’ capacitive proximity sensors (b-c). They 
have the potential to be edible (d). 

as decorative elements in other, freshly prepared or re-molten bio-
plastics. 

4.2 Circuit Example 
Decorative on-body ornaments including LEDs have been explored 
and popularized by prior work [73, 95]. Here, we demonstrate 
how conductive traces can be created from our conductive alginate 
sheets and combined with conventional electronics (e.g., LEDs). 

We use a plotter cutter to create the circuit (shown in Figure 3) 
and transfer it to a non-conductive (transparent) alginate sheet. 
Cut into 1.5mm wide traces of ⇠65mm length and stacked in three 
layers, our conductive alginate sheets are su�ciently conductive 
to drive a surface-mount LED at as low as 5V (no current limiting 
resistor). We connect LED and traces using a conductive paste (cf., 
subsequent section) from CléoBio infused with 10% carbon black. 

For interactivity, we added a capacitive touch sensing button 
to turn the LED on or o�. We used a MPR121 module connected 
to an Arduino Uno board to detect capacitive touch and control 
the LED. The bioplastic circuit is connected to a re-usable adapter 
from copper traces on acetate and secured with conductive paste. 
If no longer in use, these ‘soldered’ connections can be dissolved in 
water and the LED and adapter retrieved. Alginate sheets can, e.g., 
be added to the compost. 

4.3 Edible Gelatin Capacitive Sensor 
Edible artifacts are a vibrant research area [1, 101, 122]. In this appli-
cation case, we demonstrate the use of a variant of our conductive 
sheets that is entirely made of food-grade ingredients and works as 
a capacitive touch sensor on top of dry but soft pastry, a macaron. 

We created 1mm thick conductive sheets from 6g gelatin, 4g 
glycerin, and 30g tap water infused with 2g food-grade activated 

charcoal (5% carbon ratio). The resulting sheet is su�ciently con-
ductive for capacitive touch sensing, can be deformed, but is not 
stretchable. We manually cut decorative shapes (‘speech bubbles’) 
using a surgical knife and attached them to the pastry’s (macaron’s) 
upper side. We used roulade needles to connect these sensing elec-
trodes to a circuit positioned underneath the pastry. Capacitive 
sensing and sound output are implemented on an Arduino Uno 
using a 8 �/0.2W mini speaker and the Talkie library1. When a 
user attempts at taking one of the pastries, a sound utterance tells 
them to take one of the other pastries (Figure 4b). 

For consumption, the macaron could be picked up and lifted from 
the pierced connector (Figure 4c-d). Our conductive gelatin ‘speech 
bubble’ can be removed, re-molten, and re-cast. For this application 
case, we compared two strips of conductive gelatin (5% carbon 
ratio): one cut from the same sheet as our ‘speech bubbles’ (10mm x 
70mm, 0.4g) and one created by re-melting 0.4g of left-over pieces. 
Gelatin scraps were molten in a beaker together with a few drops of 
water (less than 0.1g) and cast into a 10mm x 70mm wooden frame. 
The resulting strip’s visual appearance is glossier than the original 
sheet. Yet, the conductivity of both strips is comparable with a sheet 
resistance (cf., method in section 7.1) between 286k�/⇤ (re-cast 
sheet) and 350k�/⇤ (original sheet). 

Moreover, this application example has the potential to be fully 
edible: each ‘speech bubble’ weighs 0.4g-0-6g. Based on our material 
formulation, we estimate the amount of activated charcoal in the 
dried pieces at approx. 16.7%, i.e., less than 0.1g per macaron. For 
comparison, EFSA (European Food Safety Authority) approved 
dosage of activated charcoal is 1g as a food supplement [29]. 

5 CONDUCTIVE BIOPLASTIC PASTES 
Conductive inks or pastes are widely used for prototyping soft 
circuits and devices. Not only can they be used to create circuits and 
sensors on diverse substrate materials, but they are also compatible 
with diverse patterning techniques, ranging from the ease and 
�exibility of hand painting or drawing [15, 83] to making use of 
stencils or silk screens [90] for high resolution and precise control. 

In this section, we introduce conductive pastes that are applicable 
for hand painting and stencil painting on bioplastics from alginate, 
gelatin and agar, as well as beeswax sheets. They are su�ciently 
conductive to create functional circuits and simple self-contained 
micro-controller shields. They also enable skin-exposed electrodes 
from gelatin that possess self-adhesion to skin. 

Material Formulation & Synthesis. We present a novel DIY for-
mulation for conductive pastes based on two types of bio-based 
adhesives that we infuse with carbon black. For an easy production, 
we decided to use o�-the-shelf bio-based adhesives: organic starch 
glue (CléoBio), made from starch and water, and ‘edible glue’ (FUN-
CAKES), made from carboxymethylcellulose (CMC) and water. We 
achieved su�ciently conductive results using ratios of 10% (10g : 1g) 
and 16.67% (12g : 2g) carbon black. 

Due to its �uid consistency, ‘edible glue’ requires a �ller, i.e., 
a thickening agent. While non-conductive �llers such as starch 
are also applicable, we obtained a good viscosity and increased 
conductivity by combining carbon black (as conductor), with carbon 

1https://www.arduino.cc/reference/en/libraries/talkie/, accessed 26/07/2022 
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as decorative elements in other, freshly prepared or re-molten bio-
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Decorative on-body ornaments including LEDs have been explored 
and popularized by prior work [73, 95]. Here, we demonstrate 
how conductive traces can be created from our conductive alginate 
sheets and combined with conventional electronics (e.g., LEDs). 

We use a plotter cutter to create the circuit (shown in Figure 3) 
and transfer it to a non-conductive (transparent) alginate sheet. 
Cut into 1.5mm wide traces of ⇠65mm length and stacked in three 
layers, our conductive alginate sheets are su�ciently conductive 
to drive a surface-mount LED at as low as 5V (no current limiting 
resistor). We connect LED and traces using a conductive paste (cf., 
subsequent section) from CléoBio infused with 10% carbon black. 

For interactivity, we added a capacitive touch sensing button 
to turn the LED on or o�. We used a MPR121 module connected 
to an Arduino Uno board to detect capacitive touch and control 
the LED. The bioplastic circuit is connected to a re-usable adapter 
from copper traces on acetate and secured with conductive paste. 
If no longer in use, these ‘soldered’ connections can be dissolved in 
water and the LED and adapter retrieved. Alginate sheets can, e.g., 
be added to the compost. 

4.3 Edible Gelatin Capacitive Sensor 
Edible artifacts are a vibrant research area [1, 101, 122]. In this appli-
cation case, we demonstrate the use of a variant of our conductive 
sheets that is entirely made of food-grade ingredients and works as 
a capacitive touch sensor on top of dry but soft pastry, a macaron. 

We created 1mm thick conductive sheets from 6g gelatin, 4g 
glycerin, and 30g tap water infused with 2g food-grade activated 

charcoal (5% carbon ratio). The resulting sheet is su�ciently con-
ductive for capacitive touch sensing, can be deformed, but is not 
stretchable. We manually cut decorative shapes (‘speech bubbles’) 
using a surgical knife and attached them to the pastry’s (macaron’s) 
upper side. We used roulade needles to connect these sensing elec-
trodes to a circuit positioned underneath the pastry. Capacitive 
sensing and sound output are implemented on an Arduino Uno 
using a 8 �/0.2W mini speaker and the Talkie library1. When a 
user attempts at taking one of the pastries, a sound utterance tells 
them to take one of the other pastries (Figure 4b). 

For consumption, the macaron could be picked up and lifted from 
the pierced connector (Figure 4c-d). Our conductive gelatin ‘speech 
bubble’ can be removed, re-molten, and re-cast. For this application 
case, we compared two strips of conductive gelatin (5% carbon 
ratio): one cut from the same sheet as our ‘speech bubbles’ (10mm x 
70mm, 0.4g) and one created by re-melting 0.4g of left-over pieces. 
Gelatin scraps were molten in a beaker together with a few drops of 
water (less than 0.1g) and cast into a 10mm x 70mm wooden frame. 
The resulting strip’s visual appearance is glossier than the original 
sheet. Yet, the conductivity of both strips is comparable with a sheet 
resistance (cf., method in section 7.1) between 286k�/⇤ (re-cast 
sheet) and 350k�/⇤ (original sheet). 

Moreover, this application example has the potential to be fully 
edible: each ‘speech bubble’ weighs 0.4g-0-6g. Based on our material 
formulation, we estimate the amount of activated charcoal in the 
dried pieces at approx. 16.7%, i.e., less than 0.1g per macaron. For 
comparison, EFSA (European Food Safety Authority) approved 
dosage of activated charcoal is 1g as a food supplement [29]. 

5 CONDUCTIVE BIOPLASTIC PASTES 
Conductive inks or pastes are widely used for prototyping soft 
circuits and devices. Not only can they be used to create circuits and 
sensors on diverse substrate materials, but they are also compatible 
with diverse patterning techniques, ranging from the ease and 
�exibility of hand painting or drawing [15, 83] to making use of 
stencils or silk screens [90] for high resolution and precise control. 

In this section, we introduce conductive pastes that are applicable 
for hand painting and stencil painting on bioplastics from alginate, 
gelatin and agar, as well as beeswax sheets. They are su�ciently 
conductive to create functional circuits and simple self-contained 
micro-controller shields. They also enable skin-exposed electrodes 
from gelatin that possess self-adhesion to skin. 

Material Formulation & Synthesis. We present a novel DIY for-
mulation for conductive pastes based on two types of bio-based 
adhesives that we infuse with carbon black. For an easy production, 
we decided to use o�-the-shelf bio-based adhesives: organic starch 
glue (CléoBio), made from starch and water, and ‘edible glue’ (FUN-
CAKES), made from carboxymethylcellulose (CMC) and water. We 
achieved su�ciently conductive results using ratios of 10% (10g : 1g) 
and 16.67% (12g : 2g) carbon black. 

Due to its �uid consistency, ‘edible glue’ requires a �ller, i.e., 
a thickening agent. While non-conductive �llers such as starch 
are also applicable, we obtained a good viscosity and increased 
conductivity by combining carbon black (as conductor), with carbon 
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Theoretical contributions

Concepts, principles, or frameworks that can 
describe or predict phenomena. “vehicles for 
thought” 

Evaluation: 

• Novelty 
• Soundness 
• Power: describe, predict, explain 
• Generalizability 

Usually validated through empirical work

22

EXAMPLE: GENERATIVE THEORIES

45:4 M. Beaudouin-Lafon et al.

Fig. 2. A Generative Theory of Interaction is grounded in existing theories of human activity and behav-
ior and consists of concepts and generative principles that can be used to analyze, critique, and construct
interactive artifacts.

Figure 2 shows how concepts and generative principles associated with a particular generative
theory of interaction enable analytical, critical, and constructive lenses for analyzing existing and
new artifacts. Observations of the use of existing artifacts can also inspire new generative princi-
ples, which then inform the design of new artifacts.

2.2 Scope
Theory comes inmany forms, with different emphases on concepts, principles or empirical ground-
ing, and different goals with respect to precision, context, and generality [136]. HCI research in-
cludes a particularly wide variety of underlying theory, ranging from predictive Fitts’ law [60]
analysis of pointing behavior, typically studied with lab-based hypothesis-testing experiments, to
qualitative assessments of the human experience and technology in society, typically studied in
the field. We borrowMackay and Fayard’s [112] characterization of scientific theories that involve
an interplay between theoretical and empirical investigation. The associated research activities
may include qualitative and/or quantitative evidence and result in descriptive, predictive, and/or
prescriptive theory. As shown in Figure 1, theymay start with empirical results that lead to testable
theories or with theories subject to further empirical investigation.

Figure 3, adapted from Mackay and Fayard [112], illustrates how generative theories of inter-
action link theory and artifact design (upper green area), just as HCI design methods [111] link
artifact design and empirical observation (lower blue area). They encourage a change-oriented

ACM Transactions on Computer-Human Interaction, Vol. 28, No. 6, Article 45. Publication date: November 2021.
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Dataset contributions

Reference datasets that enable future 
research (e.g., benchmarking) together with 
an analysis of the dataset characteristics 

Evaluation: 
• Representativeness 
• Usefulness 

Datasets often accompany a methodological 
contribution or published with a new tools to 
work with the dataset (artifact contribution)
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EXAMPLE: DATASET OF DARK PATTERNS IN 
SHOPPING WEBSITES

81:20 Arunesh Mathur et al.

(a) Low-stock Message on 6pm.com. Le�: Choosing product options shows Only 3 le� in stock.
Right: The out-of-stock product makes it seem that it just sold out.

(b) Low-stock on orthofeet
.com. Appears for all products.

(c) High-demand Message on fashionnova.com.
The message appears for all products in the cart.

Fig. 7. Two types of the Scarcity category of dark pa�erns.

Low-stock Messages. The ‘Low-stock Message’ dark pattern signals to users about limited
quantities of a product. Figure 7a shows an instance of this pattern on 6pm.com, displaying the
precise quantity in stock. In our data set, we found a total of 632 instances of the Low-stock Message
dark pattern. However, not all of these instances displayed stock quantities. 49 of these instances
only indicated that stock was limited or low, without displaying the exact quantity, resulting in
uncertainty, increased desirability of products, and impulse buying behavior in users. Figure 7b
shows one such instance on orthofeet.com.

Deceptive Low-stock Messages. We examined all the Low-stock Message dark patterns for de-
ceptive practices using the method described in Section 4.4. From the resulting data, we ignored
those websites whose stock amounts remained the same between visits, reasoning that those are
unlikely to be indicative of deceptive practices. We then manually examined the remaining sites
and identi�ed how the stock information was generated.
In our data set, we discovered a total of 17 instances of deceptive Low-stock Messages on 17

shopping websites. On further examination, we observed that 16 of these sites decremented stock
amounts in a recurring, deterministic pattern according to a schedule, and the one remaining site
(forwardrevive.com) randomly generated stock values on page load. Exactly 8 of these sites used
third-party JavaScript libraries to generate the stock values, such as Hurrify [17] and Booster [11].
Both of these are popular plugins for Shopify—one of the largest e-Commerce companies—based
websites. The remaining websites injected stock amounts through �rst-party JavaScript or HTML.

Besides the use—or non-use—of numeric data and deception, Low-stock Messages can be con-
cerning in other ways. For example, we observed that several websites, such as 6pm.com and
orthofeet.com, displayed Low-stock Messages for nearly all their products—stating ‘Only X left’
and ‘Hurry, limited quantities left!’ respectively. The former, in particular, showed a ‘Sorry, this is
out of stock. You just missed it’ popup dialog for every product that was sold out, even if it had
already been out of stock in the previous days.

Proc. ACM Hum.-Comput. Interact., Vol. 3, No. CSCW, Article 81. Publication date: November 2019.
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Table 1. Categories and types of dark pa�erns along with their description, prevalence, and definitions.
Legend:  = Always, G#= Sometimes, #= Never
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Cognitive

Biases

Sneaking Sneak into Basket Adding additional products to users’ shop-
ping carts without their consent

7 7 # # G#  # Default
E�ect

Hidden Costs Revealing previously undisclosed charges
to users right before they make a purchase

5 5 # # G#  # Sunk
Cost
Fallacy

Hidden Subscription Charging users a recurring fee under the
pretense of a one-time fee or a free trial

14 13 # # G#  # None

Urgency Countdown Timer Indicating to users that a deal or discount
will expire using a counting-down timer

393 361 # G# G# # # Scarcity
Bias

Limited-time Message Indicating to users that a deal or sale will
expire will expire soon without specifying
a deadline

88 84 # G# #  # Scarcity
Bias

Misdirection Con�rmshaming Using language and emotion (shame) to
steer users away from making a certain
choice

169 164  # # # # Framing
E�ect

Visual Interference Using style and visual presentation to steer
users to or away from certain choices

25 24 G#  G# # # Anchoring
& Fram-
ing E�ect

Trick Questions Using confusing language to steer users
into making certain choices

9 9   # # # Default &
Framing
E�ect

Pressured Selling Pre-selecting more expensive variations of
a product, or pressuring the user to accept
the more expensive variations of a product
and related products

67 62 G# G# # # # Anchoring
& Default
E�ect,
Scarcity
Bias

Social Proof Activity Message Informing the user about the activity on
the website (e.g., purchases, views, visits)

313 264 # G# G# # # Bandwagon
E�ect

Testimonials Testimonials on a product page whose ori-
gin is unclear

12 12 # # G# # # Bandwagon
E�ect

Scarcity Low-stock Message Indicating to users that limited quantities
of a product are available, increasing its de-
sirability

632 581 # G# G# G# # Scarcity
Bias

High-demand Message Indicating to users that a product is in high-
demand and likely to sell out soon, increas-
ing its desirability

47 43 # G# # # # Scarcity
Bias

Obstruction Hard to Cancel Making it easy for the user to sign up for a
service but hard to cancel it

31 31 # # # G#  None

Forced
Action

Forced Enrollment Coercing users to create accounts or share
their information to complete their tasks

6 6  # # #  None

account, this number represents a lower-bound estimate of the prevalence of dark patterns. We
divide our discussion of the �ndings by �rst illustrating the categories of dark patterns revealed by
our analyses, and then by describing our �ndings on the ecosystem of third-parties that enable
dark patterns.
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Literature-survey contributions

Structured collection of the research 
literature that gives an overview of the field, 
exposing trends and gaps 

Evaluation: How well they… 
• …cover existing works? 
• …organize what is currently known about a 

topic? 
• …reveal opportunities for further research?
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EXAMPLE: OVERREPRESENTED STUDY 
PARTICIPANTS IN HCI RESEARCH

CHI ’21, May 8–13, 2021, Yokohama, Japan Linxen, et al.

Table 4: Top 10 countries of CHI participants between 2016 to 2020. “Participants’ countries” shows the total number of participants
by country, counting each participant individually. “Countries by ratio” ranks countries by ratio of participant samples, showing
their influence on CHI relative to the country’s population size. “Countries by nsamples” ranks countries by the number of samples
that report on participants from that country. Countries marked with an asterisk are considered to be non-Western countries that
are at or below the median for at least one of the EIRD criteria.

Participants’ countries Countries by samples ratio Countries by nsamples

Rank Country nparticipants % ratio yp Country nsamples % ratio ys Country nsamples % ratio ys

1 USA 136,834 54.84 12.91 St. Lucia⇤ 1 0.09 28.17 USA 493 45.82 7.70
2 Ireland 1,423 0.57 9.00 Finland 18 1.67 16.80 Great Britain 169 15.71 12.88
3 Switzerland 2,152 0.86 7.77 Luxembourg 2 0.19 16.53 Germany 94 8.74 5.80
4 Finland 1,336 0.54 7.53 Denmark 16 1.49 14.29 Canada 82 7.62 11.24
5 Canada 6,367 2.55 5.27 Bhutan⇤ 2 0.19 13.41 China⇤ 64 5.95 0.23
6 New Zealand 768 0.31 4.98 Switzerland 22 2.04 13.15 India⇤ 57 5.30 0.21
7 Bhutan⇤ 92 0.04 3.72 Great Britain 169 15.71 12.88 Australia 53 4.93 10.75
8 Great Britain 7,829 3.14 3.60 Canada 82 7.62 11.24 South Korea 44 4.09 4.44
9 Australia 2,544 1.02 3.12 Sweden 21 1.95 10.76 France 29 2.70 2.30
10 Denmark 577 0.23 3.11 Australia 53 4.93 10.75 Japan 29 2.70 1.19

ψ = 0

0 < ψ ≤ 0.05

0.05 < ψ ≤ 0.1

0.1 < ψ ≤ 0.5

0.5 < ψ ≤ 1

1 < ψ ≤ 5

5 < ψ ≤ 10

10 < ψ ≤ 30

Figure 2: Worldwide distribution of CHI participant samples ratio (ys) between 2016-2020, showing which countries are over-
represented (y > 1) or under-represented (y < 1), relative to the world’s population. Countries in gray (N=102) did not have study
participants in the past five CHI proceedings.

slight increase in non-Western samples. We followed up on this re-
sult by investigating whether online studies and studies of behavioral
logs from online services available in various countries could explain
the increase in diverse samples. Per proceeding year, we looked at
the methods used in the two papers with the most participants, the
two papers with the most diverse samples, and the two papers with
the most diverse author affiliations (30 papers in total).

The results of this additional analysis showed that the number of
papers that studied participant samples from more than one country

has increased in the past years—from an average of 9 papers between
2016-2018 to 29 papers in 2019 and 30 papers in 2020. Most com-
monly among the top 20 papers with most participants were analyses
of behavioral log data, surveys, or (very few) experiments conducted
on social networking sites (8/20 papers, e.g., [10, 54]), on other
online services, such as on online education platforms (e.g., [24]),
or on online game sites (e.g., [54]). Some of the increase in par-
ticipant diversity can also be attributed to studies that have been

Linxen et al. (2021) How WEIRD is CHI?
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EXAMPLE: EXPLAINABLE AI 
SHOULD DRAW FROM SOCIAL 
SCIENCE BODY OF KNOWLEDGE

2 T. Miller / Artificial Intelligence 267 (2019) 1–38

Fig. 1. Scope of explainable artificial intelligence.

If we want to design, and implement intelligent agents that are truly capable of providing explanations to people, then it 
is fair to say that models of how humans explain decisions and behaviour to each other are a good way to start analysing 
the problem. Researchers argue that people employ certain biases [82] and social expectations [72] when they generate and 
evaluate explanation, and I argue that such biases and expectations can improve human interactions with explanatory AI. 
For example, de Graaf and Malle [34] argues that because people assign human-like traits to artificial agents, people will 
expect explanations using the same conceptual framework used to explain human behaviours.

Despite the recent resurgence of explanation and interpretability in AI, most of the research and practice in this area 
seems to use the researchers’ intuitions of what constitutes a ‘good’ explanation. Miller et al. [132] shows in a small sample 
that research in explainable AI typically does not cite or build on frameworks of explanation from social science. They 
argue that this could lead to failure. The very experts who understand decision-making models the best are not in the 
right position to judge the usefulness of explanations to lay users — a phenomenon that Miller et al. refer to (paraphrasing 
Cooper [31]) as “the inmates running the asylum”. Therefore, a strong understanding of how people define, generate, select, 
evaluate, and present explanations seems almost essential.

In the fields of philosophy, cognitive psychology/science, and social psychology, there is a vast and mature body of work 
that studies these exact topics. For millennia, philosophers have asked the questions about what constitutes an explanation, 
what is the function of explanations, and what are their structure. For over 50 years, cognitive and social psychologists 
have analysed how people attribute and evaluate the social behaviour of others in physical environments. For over two 
decades, cognitive psychologists and scientists have investigated how people generate explanations and how they evaluate 
their quality.

I argue here that there is considerable scope to infuse this valuable body of research into explainable AI. Building intel-
ligent agents capable of explanation is a challenging task, and approaching this challenge in a vacuum considering only the 
computational problems will not solve the greater problems of trust in AI. Further, while some recent work builds on the 
early findings on explanation in expert systems, that early research was undertaken prior to much of the work on explana-
tion in social science. I contend that newer theories can form the basis of explainable AI — although there is still a lot to 
learn from early work in explainable AI around design and implementation.

This paper aims to promote the inclusion of this existing research into the field of explanation in AI. As part of this work, 
over 250 publications on explanation were surveyed from social science venues. A smaller subset of these were chosen to 
be presented in this paper, based on their currency and relevance to the topic. The paper presents relevant theories on 
explanation, describes, in many cases, the experimental evidence supporting these theories, and presents ideas on how this 
work can be infused into explainable AI.

1.1. Scope

In this article, the term ‘Explainable AI’ loosely refers to an explanatory agent revealing underlying causes to its or another 
agent’s decision making. However, it is important to note that the solution to explainable AI is not just ‘more AI’. Ultimately, 
it is a human–agent interaction problem. Human-agent interaction can be defined as the intersection of artificial intelligence, 
social science, and human–computer interaction (HCI); see Fig. 1. Explainable AI is just one problem inside human–agent 
interaction.

Miller (2019) Explanation in artificial intelligence: Insights 
from the social sciences
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Exercise: Identify domains and contribution type(s)
(15 minutes) 

1. Download the paper first pages from the lecture page 

2. Open the linked survey page on a separate window 

Work on one paper at a time: 

3. Strategically read the first page to identify 

• McGrath’s substantive and methodological domains 

• Wobbrock & Kientz’s contribution type(s): empirical vs. artifacts 

4.Write your answer in the survey
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Homework
1. Create your FPOC workspace document 

• Create a document with any software that allow you to add images and create tables (e.g., MS 

Word, Apple Pages, or Google Doc) 

• We won’t ask  you to share this file with anyone 

• Keep this file open in the next lectures 

2. Come up with 1–3 questions in how people interact with computers. 

• Follow your curiosity 

• These questions do not need to be new or ground-breaking 

• Formulate them as open-ended questions. It must ends with “?”, and it’s answer should not be 

one word (e.g., yes/no). 

• You may change these questions later. 

• Bring it with you in writing (either on screen or on a piece of paper) tomorrow
27



Course logistics
See the syllabus
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ABSTRACT 
Although ubiquitous, color pickers have remained largely 
unchanged for 25 years. Based on contextual interviews 
with artists and designers, we created the Color Portraits 
design space to characterize five key color manipulation 
activities: sampling and tweaking individual colors, 
manipulating color relationships, combining colors with 
other elements, revisiting previous color choices, and 
revealing a design process through color. We found similar 
color manipulation requirements with scientists and 
engineers. We designed novel color interaction tools 
inspired by the design space, and used them as probes to 
identify specific design requirements, including: interactive 
palettes for sampling colors and exploring relationships; 
color composites for blending and decomposing colors with 
other elements; interactive histories to enable reuse of 
previous color choices; and providing color as a way to 
reveal underlying processes. We argue that color tools 
should allow users to interact with colors, not just pick or 
sample them. 

Author Keywords 
Color picker; Color tools; Creativity; Generative Design  

ACM Classification Keywords 
H.5.2 [User Interfaces]: Theory and Models 

INTRODUCTION 
Desktop computing suppports the creation of diverse types 
of digital media, including drawings, spreadsheets, 
photographs, video and multimedia documents. Appli-
cations for creating digital media usually include a color 
picker, with three common features: a visual representation 
of a specified color model, the organization of displayable 
colors into a three-dimensional color space, and controls to 
change parameter values within that space [6]. Users can 
select individual colors from the color space, either with the 
mouse or by specifying a three-digit code, such as an RGB 
value. Some color pickers also allow users to select a color 
from a pixel in an image or from existing color swatches. 

Despite being ubiquitous, color pickers have changed little 
over the past 25 years. Fig. 1 shows almost identical layouts 
and controls for three common color pickers; the only new 
features are their underlying color spaces, which have been 
updated according to research in color perception [7] and 
representation [20]. 

 
Figure 1: Today's color pickers have changed little since 1990. 

Of course, one reason that color picker design is static 
could be that color picking is a "solved" problem––users 
can successfully manipulate color in digital documents. 
However, Bailey et al. [2] show that untrained users still 
have trouble selecting particular colors, and Albers [1] 
argues that professional artists do not want to simply follow 
prescribed color systems and theories. 

We are interested in how users, especially artists and 
designers, manipulate color as part of their creative process. 
We begin with a review of related research on color 
perception, techniques for visualizing color spaces, and the 
design of specialized color manipulation tools. We describe 
our findings from interviews with artists and designers who 
focus on color, and frame the results as a design space, 
called Color Portraits. We verify our design space through 
a second set of interviews with non-expert color users, and 
an analysis of current color tools. Finally, we present a set 
of novel color-manipulation tools that test the generative 
power of the design space. We presented these to users as 
probes and conclude with implications for the design of 
more advanced color manipulation tools. 

© 2015 Association for Computing Machinery. ACM acknowledges that this
contribution was authored or co-authored by an employee, contractor or affiliate
of a national government. As such, the Government retains a nonexclusive,
royalty-free right to publish or reproduce this article, or to allow others to do so,
for Government purposes only. 
CHI 2015, April 18 - 23 2015, Seoul, Republic of Korea  
Copyright 2015 ACM 978-1-4503-3145-6/15/04…$15.00 
http://dx.doi.org/10.1145/2702123.2702173 
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ABSTRACT 
Although ubiquitous, color pickers have remained largely 
unchanged for 25 years. Based on contextual interviews 
with artists and designers, we created the Color Portraits 
design space to characterize five key color manipulation 
activities: sampling and tweaking individual colors, 
manipulating color relationships, combining colors with 
other elements, revisiting previous color choices, and 
revealing a design process through color. We found similar 
color manipulation requirements with scientists and 
engineers. We designed novel color interaction tools 
inspired by the design space, and used them as probes to 
identify specific design requirements, including: interactive 
palettes for sampling colors and exploring relationships; 
color composites for blending and decomposing colors with 
other elements; interactive histories to enable reuse of 
previous color choices; and providing color as a way to 
reveal underlying processes. We argue that color tools 
should allow users to interact with colors, not just pick or 
sample them. 
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INTRODUCTION 
Desktop computing suppports the creation of diverse types 
of digital media, including drawings, spreadsheets, 
photographs, video and multimedia documents. Appli-
cations for creating digital media usually include a color 
picker, with three common features: a visual representation 
of a specified color model, the organization of displayable 
colors into a three-dimensional color space, and controls to 
change parameter values within that space [6]. Users can 
select individual colors from the color space, either with the 
mouse or by specifying a three-digit code, such as an RGB 
value. Some color pickers also allow users to select a color 
from a pixel in an image or from existing color swatches. 

Despite being ubiquitous, color pickers have changed little 
over the past 25 years. Fig. 1 shows almost identical layouts 
and controls for three common color pickers; the only new 
features are their underlying color spaces, which have been 
updated according to research in color perception [7] and 
representation [20]. 

 
Figure 1: Today's color pickers have changed little since 1990. 

Of course, one reason that color picker design is static 
could be that color picking is a "solved" problem––users 
can successfully manipulate color in digital documents. 
However, Bailey et al. [2] show that untrained users still 
have trouble selecting particular colors, and Albers [1] 
argues that professional artists do not want to simply follow 
prescribed color systems and theories. 

We are interested in how users, especially artists and 
designers, manipulate color as part of their creative process. 
We begin with a review of related research on color 
perception, techniques for visualizing color spaces, and the 
design of specialized color manipulation tools. We describe 
our findings from interviews with artists and designers who 
focus on color, and frame the results as a design space, 
called Color Portraits. We verify our design space through 
a second set of interviews with non-expert color users, and 
an analysis of current color tools. Finally, we present a set 
of novel color-manipulation tools that test the generative 
power of the design space. We presented these to users as 
probes and conclude with implications for the design of 
more advanced color manipulation tools. 

© 2015 Association for Computing Machinery. ACM acknowledges that this
contribution was authored or co-authored by an employee, contractor or affiliate
of a national government. As such, the Government retains a nonexclusive,
royalty-free right to publish or reproduce this article, or to allow others to do so,
for Government purposes only. 
CHI 2015, April 18 - 23 2015, Seoul, Republic of Korea  
Copyright 2015 ACM 978-1-4503-3145-6/15/04…$15.00 
http://dx.doi.org/10.1145/2702123.2702173 
 

Jalal et al. (2015) Color Portraits: From Color Picking to Interacting with Color

H
P
d
a
p
d
d

W
in
p
a
p
a

P
o
s
s
w
b

D
to
in
p
m

A
w
d
p
th
th
m
m
c

R
W
W
e
th
p
a
f
c
p

F

HOW DO ARTI
Participants: W
designers (4 me
an essential pa
professions inc
designer, grap
designer and in

We are interest
ncorporate co

produce specifi
are our prima
physical color 
and may inspire

Procedure: We
office for abou
stories about t
show us the re
which their inte
but also when i

Data Collection
ook written no
nteractions w

photographed e
manipulation to

Analysis: We c
with a photogr
describe each 
process (see Fi
he participants
heory [9] a

manipulation c
more categorie
categories to cr

RESULTS: CO
We collected 3
We identified 
explicitly chose
hat the final c

participants m
artifacts and d
focuses on the 
chosen becaus
participants, us

Figure 2: Eight 

ISTS INTERAC
We observed an

en, 4 women; 
art of their wo
cluded painter
phic designer
nteraction desig

ted in the tool
olor into their
fic color effect
ary concern, w

practices that
e new ways to 

e interviewed 
ut one hour. 
their use of co
sulting artifact
eraction with c
it was extremel

n: We recorded
otes. We also r

with the obje
each artifact an
ools.  

created a story
raph of the ar
step in the co
ig. 4). We late
s to verify the
approach to 
categories and 
es. We chose 
reate the ColorP

OLOR PORTRA
35 separate st

several surp
e an 'incorrect
color had not 

moved back a
digital colors. 
most common

se they appear
ually with mul

artists and des

CT WITH COLO
nd interviewed 
age 23-45) wh
rk practice (se
r, illustrator, c
, product de

gner. 

s and techniqu
r work, espec
s. Although di
we also want
t have evolved
manipulate co

participants in
We asked par
olor in recent 
ts. We probed 
color was partic
ly difficult or i

d audio for eac
recorded video
ects they had
nd any related 

yboard to illus
rtifact, as well
olor creation an
er showed thes
e details. We u

define ten 
mapped each 
the five mos

rPortaits design

AITS DESIGN S
tories from eig
prising practi
' color to indic
yet been chos

and forth be
However, ou

n color manipu
red for half o
ltiple examples

igners demonst

OR? 
eight artists an

ho consider col
ee Fig. 2). The
ceramist, spati
esigner, servi

ues artists use 
cially how th
igital color too
t to understan
d over centuri
lor online. 

n their studio 
rticipants to te
projects and 
for situations 

cularly effectiv
mpossible. 

ch interview an
o of participant
d created, an
color creation 

trate each stor
l as drawings 
nd manipulatio

se storyboards 
used a ground
different col
story to one 

st representativ
n space.  

SPACE 
ght participan
ices: one art
cate to the clie
sen, and sever
etween physic
ur analysis he
ulation practice
or more of th
s per participan

trated how they

nd 
lor 
eir 
ial 
ice 

to 
ey 
ols 
nd 
ies 

or 
ell 
to 
in 

ve, 

nd 
ts’ 
nd 
or 

ry, 
to 
on 
to 
ed 
lor 
or 
ve 

ts. 
ist 

ent 
ral 
cal 
ere 
es, 
he 
nt. 

Sampl
One o
particu
either
from a
colors 
them t
color s

Surpris
which
it with
Adobe
she ha
design
Illustra

The re
but on
manipu
variety
and ph
cerami
sample
chose 
version

More 
sample
For ex
paintin
picker'
them t
palette
InDesig
palette
three tu
colors 

y manipulate co

les: Picking an
of the most c
ular color. Colo
from the colo

an existing sam
directly, they m

to an artifact. F
selection, inclu

singly, only t
they selected 

hout further mo
e Photoshop's c
ad already us
er) tried to cr
ator's color pick

emaining partic
nly as a small 
ulation process
y of samples, in
hotographs, a
ics or textiles
e color directly
a blue from 

n of his poster 

often (7/8 par
e and then twea
xample, P2 (E
ngs she had fo
's design space
to her mood b
e using Kuler, 
ign, changed o
e in his final 
ubes of oil col
for his painting

Figure 3: Users
and 

olor to achieve e

nd Tweaking 
ommon tasks 
ors are derived

or space provid
mple. Althoug
more often twe
Fig. 3 defines 

uding: 

two participan
a color from t

odification. P6 
color picker to 
sed for a we
reate 'unusual 
ker. 

cipants used co
part of a mu

s. Most (7/8 pa
ncluding onlin

as well as ph
s. Occasionally
y, such as whe
a catalog to 
would appear 

rticipants), par
aked it before a

Exhibit designe
found online, a
e to modify th
board. P7 (Ser

extracted colo
ne of them, an
design. P1 (P
lors and mixed
g (see Fig. 4). 

s pick colors fro
often tweak the

effects in both p

is simply to
d from differe
ded by a color
gh users can a
eak them befor
 two activities

nts mentioned
the color picke

(Product Desi
recreate a part

ebsite, and P4
colors' by us

ommercial col
uch more elabo
articipants) ch

ne websites, col
hysical objects
y, participants
en P4 (Graphic

ensure that t
exactly as he w

rticipants start
applying it to t
er) sampled c
and then used

he samples bef
rvice designer)
ors from the s
nd then used th
ainter) selecte

d them to obtai

om diverse sour
em later.  

physical and dig

o choose a 
nt sources, 
r picker or 
apply these 
re applying 
s related to 

d cases in 
er and used 
igner) used 
ticular blue 
4 (Graphic 
ing Adobe 

lor pickers, 
orate color 

hose from a 
lor palettes 
s, such as 
s used the 
c designer) 
the printed 
wanted.  

ted with a 
the artifact. 
olors from 

d the color 
fore adding 
) created a 
screen with 
he resulting 
ed a set of 
in the final 

 
rces,  

 
gital media.

Interacting with GUIs CHI 2015, Crossings, Seoul, Korea

https://doi.org/10.1145/2702123.2702173


EXAMPLE: COLOR PORTRAITS

33

Color Portraits: 
 From Color Picking to Interacting with Color 

Ghita Jalal, Nolwenn Maudet, Wendy E. Mackay 
Inria, Université Paris-Sud, CNRS 

F-91405 Orsay, France 
{Jalal, Maudet, Mackay}@lri.fr 

ABSTRACT 
Although ubiquitous, color pickers have remained largely 
unchanged for 25 years. Based on contextual interviews 
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manipulating color relationships, combining colors with 
other elements, revisiting previous color choices, and 
revealing a design process through color. We found similar 
color manipulation requirements with scientists and 
engineers. We designed novel color interaction tools 
inspired by the design space, and used them as probes to 
identify specific design requirements, including: interactive 
palettes for sampling colors and exploring relationships; 
color composites for blending and decomposing colors with 
other elements; interactive histories to enable reuse of 
previous color choices; and providing color as a way to 
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should allow users to interact with colors, not just pick or 
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Desktop computing suppports the creation of diverse types 
of digital media, including drawings, spreadsheets, 
photographs, video and multimedia documents. Appli-
cations for creating digital media usually include a color 
picker, with three common features: a visual representation 
of a specified color model, the organization of displayable 
colors into a three-dimensional color space, and controls to 
change parameter values within that space [6]. Users can 
select individual colors from the color space, either with the 
mouse or by specifying a three-digit code, such as an RGB 
value. Some color pickers also allow users to select a color 
from a pixel in an image or from existing color swatches. 

Despite being ubiquitous, color pickers have changed little 
over the past 25 years. Fig. 1 shows almost identical layouts 
and controls for three common color pickers; the only new 
features are their underlying color spaces, which have been 
updated according to research in color perception [7] and 
representation [20]. 

 
Figure 1: Today's color pickers have changed little since 1990. 

Of course, one reason that color picker design is static 
could be that color picking is a "solved" problem––users 
can successfully manipulate color in digital documents. 
However, Bailey et al. [2] show that untrained users still 
have trouble selecting particular colors, and Albers [1] 
argues that professional artists do not want to simply follow 
prescribed color systems and theories. 

We are interested in how users, especially artists and 
designers, manipulate color as part of their creative process. 
We begin with a review of related research on color 
perception, techniques for visualizing color spaces, and the 
design of specialized color manipulation tools. We describe 
our findings from interviews with artists and designers who 
focus on color, and frame the results as a design space, 
called Color Portraits. We verify our design space through 
a second set of interviews with non-expert color users, and 
an analysis of current color tools. Finally, we present a set 
of novel color-manipulation tools that test the generative 
power of the design space. We presented these to users as 
probes and conclude with implications for the design of 
more advanced color manipulation tools. 
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 Figure 4: Each storyboard includes a photograph of the 
artifact and drawings of each step in the color process 

Most participants preferred to select a color from a sample, 
but some found the color picker useful for modifying 
colors. For example, P8 (Illustrator) used the eyedropper 
tool in the Macintosh OS color picker to select a colored 
pixel from an image in a magazine. She decided to purify it 
by “removing the black”, which she accomplished by 
placing the color in CMYK color space and sliding the 
black (K) parameter to zero. 

Palette: Manipulating color relationships 
Participants rarely worked with individual colors. Instead, 
they created coherent sets of colors and manipulated them 
in groups, called palettes. Fig. 5 defines five activities 
related to color palettes, including: comparing swatches of 
different sizes, layering or repositioning colors, mani-
pulating groups of colors as a unit, and interacting with 
color independently, such as within a color picker, or in the 
context of the remaining colors.  

Most participants (7/8) created related sets of colors rather 
than separate individual colors. Color pickers provide a list 
of past color choices, but with no context. Participants 
wanted to create coherent sets of colors, according to the 
characteristics that they specify. For example, P2 (Exhibit 
designer) took photographs of related colored objects. For 
her, ‘‘each picture is a different palette.”[P2]. Although 
the pictures contained the same objects, their positions 
differed, which resulted in different color compositions. 

 

Participants were very concerned with how different colors 
appear when used together. For example, P8 (Illustrator) 
had a restricted palette of one blue and one red for a set of 
book illustrations. She bought a variety of blue and red 
pencils and tested how they looked together, before making 
a final choice.  

Participants also wanted to apply a single color change to 
affect an entire palette. For example, P8 (Illustrator) created 
one palette and then modified the hue of each color by the 
same amount, which generated a new palette. Simul-
taneously adjusting one property for the entire set of colors 
allowed her to maintain a related, harmonious color palette.   

Participants often wanted to manipulate spatial dimensions 
and contextual characteristics of each palette to control 
color relationships. Unfortunately, color pickers do not 
allow users to resize or reshape color swatches, nor do they 
let users explore color variations in context.  

Composites: Assembling disparate elements 
Colors are affected both by their surrounding colors and by 
other adjacent elements. Fig. 6 defines two activities related 
to color composites, including: composing and decom-
posing multiple components, and manipulating these 
components individually or together.  

Half of the participants (4/8) wanted to couple color with 
other elements, such as texture, and manipulate the 
resulting combination. P2 (Exhibit designer) described the 
screen as “a flat surface that does not always transpose the 
richness of the physical world”. To reproduce the yellow 
texture of a tablecloth on the screen, she scanned it and 
used the resulting image to provide the effect she wanted. 
For her, the color did not exist without the underlying 
texture. P8 (Illustrator) used Photoshop to manipulate a 
color and a texture that she paired together in several 
illustrations, which she had to manipulate separately each 
time. P1 (Painter) created a special preparation that added a 
particular type of light reflection to each color. He 
considers this combination of color-plus-reflection as his 
personal signature. 

 
Unfortunately, color tools are designed to manipulate 
properties based on pure colors. They do not support 
creation of complex color-texture composites, nor can users 
manipulate individual elements as separate subcomponents 
that can be assembled and disassembled as needed. 

Figure 6: Users combine and decompose colors with 
disparate components.  

Figure 5: Users adjust size, layout and position  
of one or more colors, ideally in context.  
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ABSTRACT 
Although ubiquitous, color pickers have remained largely 
unchanged for 25 years. Based on contextual interviews 
with artists and designers, we created the Color Portraits 
design space to characterize five key color manipulation 
activities: sampling and tweaking individual colors, 
manipulating color relationships, combining colors with 
other elements, revisiting previous color choices, and 
revealing a design process through color. We found similar 
color manipulation requirements with scientists and 
engineers. We designed novel color interaction tools 
inspired by the design space, and used them as probes to 
identify specific design requirements, including: interactive 
palettes for sampling colors and exploring relationships; 
color composites for blending and decomposing colors with 
other elements; interactive histories to enable reuse of 
previous color choices; and providing color as a way to 
reveal underlying processes. We argue that color tools 
should allow users to interact with colors, not just pick or 
sample them. 

Author Keywords 
Color picker; Color tools; Creativity; Generative Design  

ACM Classification Keywords 
H.5.2 [User Interfaces]: Theory and Models 

INTRODUCTION 
Desktop computing suppports the creation of diverse types 
of digital media, including drawings, spreadsheets, 
photographs, video and multimedia documents. Appli-
cations for creating digital media usually include a color 
picker, with three common features: a visual representation 
of a specified color model, the organization of displayable 
colors into a three-dimensional color space, and controls to 
change parameter values within that space [6]. Users can 
select individual colors from the color space, either with the 
mouse or by specifying a three-digit code, such as an RGB 
value. Some color pickers also allow users to select a color 
from a pixel in an image or from existing color swatches. 

Despite being ubiquitous, color pickers have changed little 
over the past 25 years. Fig. 1 shows almost identical layouts 
and controls for three common color pickers; the only new 
features are their underlying color spaces, which have been 
updated according to research in color perception [7] and 
representation [20]. 

 
Figure 1: Today's color pickers have changed little since 1990. 

Of course, one reason that color picker design is static 
could be that color picking is a "solved" problem––users 
can successfully manipulate color in digital documents. 
However, Bailey et al. [2] show that untrained users still 
have trouble selecting particular colors, and Albers [1] 
argues that professional artists do not want to simply follow 
prescribed color systems and theories. 

We are interested in how users, especially artists and 
designers, manipulate color as part of their creative process. 
We begin with a review of related research on color 
perception, techniques for visualizing color spaces, and the 
design of specialized color manipulation tools. We describe 
our findings from interviews with artists and designers who 
focus on color, and frame the results as a design space, 
called Color Portraits. We verify our design space through 
a second set of interviews with non-expert color users, and 
an analysis of current color tools. Finally, we present a set 
of novel color-manipulation tools that test the generative 
power of the design space. We presented these to users as 
probes and conclude with implications for the design of 
more advanced color manipulation tools. 

© 2015 Association for Computing Machinery. ACM acknowledges that this
contribution was authored or co-authored by an employee, contractor or affiliate
of a national government. As such, the Government retains a nonexclusive,
royalty-free right to publish or reproduce this article, or to allow others to do so,
for Government purposes only. 
CHI 2015, April 18 - 23 2015, Seoul, Republic of Korea  
Copyright 2015 ACM 978-1-4503-3145-6/15/04…$15.00 
http://dx.doi.org/10.1145/2702123.2702173 
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 Figure 4: Each storyboard includes a photograph of the 
artifact and drawings of each step in the color process 

Most participants preferred to select a color from a sample, 
but some found the color picker useful for modifying 
colors. For example, P8 (Illustrator) used the eyedropper 
tool in the Macintosh OS color picker to select a colored 
pixel from an image in a magazine. She decided to purify it 
by “removing the black”, which she accomplished by 
placing the color in CMYK color space and sliding the 
black (K) parameter to zero. 

Palette: Manipulating color relationships 
Participants rarely worked with individual colors. Instead, 
they created coherent sets of colors and manipulated them 
in groups, called palettes. Fig. 5 defines five activities 
related to color palettes, including: comparing swatches of 
different sizes, layering or repositioning colors, mani-
pulating groups of colors as a unit, and interacting with 
color independently, such as within a color picker, or in the 
context of the remaining colors.  

Most participants (7/8) created related sets of colors rather 
than separate individual colors. Color pickers provide a list 
of past color choices, but with no context. Participants 
wanted to create coherent sets of colors, according to the 
characteristics that they specify. For example, P2 (Exhibit 
designer) took photographs of related colored objects. For 
her, ‘‘each picture is a different palette.”[P2]. Although 
the pictures contained the same objects, their positions 
differed, which resulted in different color compositions. 

 

Participants were very concerned with how different colors 
appear when used together. For example, P8 (Illustrator) 
had a restricted palette of one blue and one red for a set of 
book illustrations. She bought a variety of blue and red 
pencils and tested how they looked together, before making 
a final choice.  

Participants also wanted to apply a single color change to 
affect an entire palette. For example, P8 (Illustrator) created 
one palette and then modified the hue of each color by the 
same amount, which generated a new palette. Simul-
taneously adjusting one property for the entire set of colors 
allowed her to maintain a related, harmonious color palette.   

Participants often wanted to manipulate spatial dimensions 
and contextual characteristics of each palette to control 
color relationships. Unfortunately, color pickers do not 
allow users to resize or reshape color swatches, nor do they 
let users explore color variations in context.  

Composites: Assembling disparate elements 
Colors are affected both by their surrounding colors and by 
other adjacent elements. Fig. 6 defines two activities related 
to color composites, including: composing and decom-
posing multiple components, and manipulating these 
components individually or together.  

Half of the participants (4/8) wanted to couple color with 
other elements, such as texture, and manipulate the 
resulting combination. P2 (Exhibit designer) described the 
screen as “a flat surface that does not always transpose the 
richness of the physical world”. To reproduce the yellow 
texture of a tablecloth on the screen, she scanned it and 
used the resulting image to provide the effect she wanted. 
For her, the color did not exist without the underlying 
texture. P8 (Illustrator) used Photoshop to manipulate a 
color and a texture that she paired together in several 
illustrations, which she had to manipulate separately each 
time. P1 (Painter) created a special preparation that added a 
particular type of light reflection to each color. He 
considers this combination of color-plus-reflection as his 
personal signature. 

 
Unfortunately, color tools are designed to manipulate 
properties based on pure colors. They do not support 
creation of complex color-texture composites, nor can users 
manipulate individual elements as separate subcomponents 
that can be assembled and disassembled as needed. 

Figure 6: Users combine and decompose colors with 
disparate components.  

Figure 5: Users adjust size, layout and position  
of one or more colors, ideally in context.  
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Results and Discussion 
We collected a total of 34 stories, three to five per 
participant. Fig. 9 shows that scientists and engineers have 
similar color manipulation requirements as artists and 
designers. We saw similar proportions of activities for both 
groups and were surprised at how important these 
participants consider color manipulation. For example, P10 
(Biochemist) organized a full afternoon with his colleagues 
to choose colors to represent different molecules. P15 
(Information theorist) found choosing a color for a figure 
very time-consuming: “I might spend half an hour to find 
the right amount of blue in my color”.  

 
Samples 
Scientists and engineers, like artists and designers, actively 
sample and then tweak colors (7/8). For example, P10 
(Virtual reality engineer) looked for images on the Internet 
to find inspiration. He sampled several colors as initial 
references and then adjusted them to create his own set. P13 
(Data visualization researcher) wanted to visualize data 
about cycling teams, so he began by sampling an image of 
the team t-shirt. He then modified the colors to make them 
easier to distinguish from each other. 

Palettes 
Although none of these participants referred to a palette 
explicitly, almost all (7/8) interacted with sets of colors. For 
example, P9 (Programmer) created a palette for a user 
interface design by selecting a few primary colors. He then 
programmed a script to add a small amount of black to all 
of his colors to increase legibility. P12 (Geologist) scanned 
an image from a microscope image of a rock, using polari-
zing paper to change all colors simultaneously: “This lets 
me preserve the relationships among the colors”. 

Composites 
Many participants (5/8) were interested in achieving a 
particular effect that they then explored by interacting with 
color and a second element. P10 (Virtual reality engineer) 
combined a grass texture with green to create the grass for 
his 3D space: “I played with the combinations to get this 
effect with my 3D rendering software.” 

History 
Over half the participants (5/8) kept track of interim steps in 
the context of previous color manipulations. For example, 
P14 (Game developer) created folders of colors where she 
recorded her color choices and later reflected on them, in 
the context in which they had been created: “I look at the 
colors, dates of creation and names I gave the colors to see 
how my perception of these names changed over time.” 

Process 
Interestingly, almost all scientists and engineers (7/8) used 
color to indicate the progress of an on-going activity. P9 
(Programmer) used highly distinctive colors for his Java 
classes in order to quickly check the complexity of a piece 
of code: “If the class has many colors, it means that it has a 
large number of dependencies and it will be hard to test”. 
Similarly, P16 (Information theorist) used a colored pen to 
mark variables in her equations, which helped her 
communicate and follow the evolution of her calculations. 

In summary, seven participants described color-manipu-
lation stories related to at least four of the five dimensions. 
This suggests that the color manipulation activities we 
identified for artists and designers, for whom color is a 
major focus of their work, also obtain for scientists and 
engineers, for whom color is more of a means to an end. 

ANALYSIS OF CURRENT COLOR TOOLS 
All 16 participants in the previous studies managed to 
manipulate color in creative ways, as expressed in the Color 
Portraits design space. We analyzed six existing color tools 
to see how many support the five key activities: Two for the 
general public (color pickers for Macintosh OS X and 
Microsoft Word); two for scientists and engineers (Color 
Brewer [10] and IWantHue); and two for artists and 
designers (Adobe's Kuler and Photoshop color tools). 

Fig. 10 maps the characteristics of each tool according to 
the Color Portraits design dimensions, based on type of 
interaction: System: Does the tool offer specific, ready-to-
use features that support the activity? User: Can users 
personalize their activity? User-System Interaction: Can 
users capture and reuse previous interactions with the tool? 

 
Figure 10:  Existing color tools are most likely to support 

interacting with color samples, but many gaps remain. 

 
Figure 9 Mapping stories from scientists and engineers, to 

the Color Portraits design space. One story can map to 
more than one category. 

History: Interacting with past actions 
Participants often performed similar tasks again and again, 
or revisited old artifacts when creating new ones. They 
needed to remember both how they initially created colors 
and also how the colors were applied in the final artifact. 
Participants were also interested in intermediate steps, 
which would let them explore alternative paths without 
starting over. Fig. 7 defines two activities related to history, 
including: preserving source materials and final artifacts, 
and capturing intermediate steps in the selection process.  

 
Half the participants (4/8) sought ways to save meaningful 
intermediate steps in the process of creating a final color. 
For example, P5 (Ceramist) kept samples of every color she 
created over the past decade, as well as notebooks 
containing personal names, codes and the numbers of trials 
needed to obtain each color. 

A few participants (2/8) also kept track of source colors. 
For example, P7 (Service designer) saved images he 
downloaded from the internet: “I use these images to 
extract colors for my palettes and I keep them for later 
reuse.”[P7]. Other participants saved their final palettes 
with the resulting artifact. For example, P4 (Graphic 
designer) placed different-sized rectangles with each final 
color into the unused space beyond the margins, and saved 
them as part of the final document. 

Some participants (2/8) wanted to return to a previous use 
context, with both the initial color source and the final 
artifact. For example, P5 (Ceramist) used several previously 
created red tiles to develop a nuanced set of three slightly 
different red tiles for another client. 

Unfortunately, color pickers support only the most limited 
form of history. Although many provide slots for recording 
previous color choices, these colors are devoid of context 
about their sources, the sequence of steps necessary to 
recreate them, and the final result.     

Process: Revealing activity over time 
Sometimes participants who create physical objects 
observed color changes that revealed useful information 
about interim states. Unlike previous dimensions, color here 
is not the focus, but rather a means to an end. We are 
interested in how this physical use of color can affect 
electronic media. Fig. 8 defines two activities related to the 
color change process, including: manipulating color that 
results from other activities and revealing on-going 
processes.  

 
Half the participants used color to indicate how they created 
an artifact or the amount of time spent on its creation. P6 
(Product Designer) observed colors to determine important 
details about her design process: “Just by looking at the 
pot, you can see how many layers I used”. In another 
project, she heated metal chairs, which caused the metal to 
change colors. She stopped the process when she liked the 
color and applied a coating to stabilize the color. Here, she 
manipulated color indirectly though changes in 
temperature. This suggests an interesting opportunity for 
electronic color manipulation tools, in which color change 
reveals the underlying changes in an online activity. 

Color Portraits Design Space: We observed multiple 
examples of each design category, which form the five key 
dimensions of the Color Portraits design space: 

 Sample start from an initial color; tweak properties to 
obtain a final color. 

 Palette  manipulate relationships among groups of 
colors.  

 Composite combine colors with other elements such as 
texture; decompose to disparate elements.  

 History  capture and reuse source and target color 
contexts; preserve meaningful interim steps.  

 Process reveal progress through color changes. 

EVALUATING COLOR PORTRAITS 
Color Portraits reflects core color manipulation needs for a 
specific user group: artists and designers. We are also 
interested in whether other users who create digital content 
use similar techniques, and how well current color tools 
meet the needs we have identified. We would also like to 
explore how this design space can offer new insights into 
the design of more powerful color manipulation tools.  

Testing with non-color specialists 
To test the broader applicability of the Color Portraits 
design space, we interviewed eight scientists and engineers 
(6 men, 2 women, aged 23-45), from the following 
disciplines: biology, biochemistry, computer science, data 
visualization, game developing, virtual reality engineering, 
automatics and information theory. Each interview lasted 
approximately one hour, in the participant's office. As 
before, we asked participants to show us recent artifacts 
they had created and to describe the steps they followed to 
incorporate color. At the end of the interview, we asked for 
additional stories related to each design space category. We 
recorded audio for all interviews and recorded video of 
participants’ interactions with the resulting artifacts. 

 
Figure 8: Users react to naturally occurring changes in 

color to indicate progress.  

 
Figure 7: Users record color sources and targets, as well as 

intermediate steps. 
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ABSTRACT 
Although ubiquitous, color pickers have remained largely 
unchanged for 25 years. Based on contextual interviews 
with artists and designers, we created the Color Portraits 
design space to characterize five key color manipulation 
activities: sampling and tweaking individual colors, 
manipulating color relationships, combining colors with 
other elements, revisiting previous color choices, and 
revealing a design process through color. We found similar 
color manipulation requirements with scientists and 
engineers. We designed novel color interaction tools 
inspired by the design space, and used them as probes to 
identify specific design requirements, including: interactive 
palettes for sampling colors and exploring relationships; 
color composites for blending and decomposing colors with 
other elements; interactive histories to enable reuse of 
previous color choices; and providing color as a way to 
reveal underlying processes. We argue that color tools 
should allow users to interact with colors, not just pick or 
sample them. 

Author Keywords 
Color picker; Color tools; Creativity; Generative Design  

ACM Classification Keywords 
H.5.2 [User Interfaces]: Theory and Models 

INTRODUCTION 
Desktop computing suppports the creation of diverse types 
of digital media, including drawings, spreadsheets, 
photographs, video and multimedia documents. Appli-
cations for creating digital media usually include a color 
picker, with three common features: a visual representation 
of a specified color model, the organization of displayable 
colors into a three-dimensional color space, and controls to 
change parameter values within that space [6]. Users can 
select individual colors from the color space, either with the 
mouse or by specifying a three-digit code, such as an RGB 
value. Some color pickers also allow users to select a color 
from a pixel in an image or from existing color swatches. 

Despite being ubiquitous, color pickers have changed little 
over the past 25 years. Fig. 1 shows almost identical layouts 
and controls for three common color pickers; the only new 
features are their underlying color spaces, which have been 
updated according to research in color perception [7] and 
representation [20]. 

 
Figure 1: Today's color pickers have changed little since 1990. 

Of course, one reason that color picker design is static 
could be that color picking is a "solved" problem––users 
can successfully manipulate color in digital documents. 
However, Bailey et al. [2] show that untrained users still 
have trouble selecting particular colors, and Albers [1] 
argues that professional artists do not want to simply follow 
prescribed color systems and theories. 

We are interested in how users, especially artists and 
designers, manipulate color as part of their creative process. 
We begin with a review of related research on color 
perception, techniques for visualizing color spaces, and the 
design of specialized color manipulation tools. We describe 
our findings from interviews with artists and designers who 
focus on color, and frame the results as a design space, 
called Color Portraits. We verify our design space through 
a second set of interviews with non-expert color users, and 
an analysis of current color tools. Finally, we present a set 
of novel color-manipulation tools that test the generative 
power of the design space. We presented these to users as 
probes and conclude with implications for the design of 
more advanced color manipulation tools. 

© 2015 Association for Computing Machinery. ACM acknowledges that this
contribution was authored or co-authored by an employee, contractor or affiliate
of a national government. As such, the Government retains a nonexclusive,
royalty-free right to publish or reproduce this article, or to allow others to do so,
for Government purposes only. 
CHI 2015, April 18 - 23 2015, Seoul, Republic of Korea  
Copyright 2015 ACM 978-1-4503-3145-6/15/04…$15.00 
http://dx.doi.org/10.1145/2702123.2702173 
 

Jalal et al. (2015) Color Portraits: From Color Picking to Interacting with Color

 Figure 4: Each storyboard includes a photograph of the 
artifact and drawings of each step in the color process 

Most participants preferred to select a color from a sample, 
but some found the color picker useful for modifying 
colors. For example, P8 (Illustrator) used the eyedropper 
tool in the Macintosh OS color picker to select a colored 
pixel from an image in a magazine. She decided to purify it 
by “removing the black”, which she accomplished by 
placing the color in CMYK color space and sliding the 
black (K) parameter to zero. 

Palette: Manipulating color relationships 
Participants rarely worked with individual colors. Instead, 
they created coherent sets of colors and manipulated them 
in groups, called palettes. Fig. 5 defines five activities 
related to color palettes, including: comparing swatches of 
different sizes, layering or repositioning colors, mani-
pulating groups of colors as a unit, and interacting with 
color independently, such as within a color picker, or in the 
context of the remaining colors.  

Most participants (7/8) created related sets of colors rather 
than separate individual colors. Color pickers provide a list 
of past color choices, but with no context. Participants 
wanted to create coherent sets of colors, according to the 
characteristics that they specify. For example, P2 (Exhibit 
designer) took photographs of related colored objects. For 
her, ‘‘each picture is a different palette.”[P2]. Although 
the pictures contained the same objects, their positions 
differed, which resulted in different color compositions. 

 

Participants were very concerned with how different colors 
appear when used together. For example, P8 (Illustrator) 
had a restricted palette of one blue and one red for a set of 
book illustrations. She bought a variety of blue and red 
pencils and tested how they looked together, before making 
a final choice.  

Participants also wanted to apply a single color change to 
affect an entire palette. For example, P8 (Illustrator) created 
one palette and then modified the hue of each color by the 
same amount, which generated a new palette. Simul-
taneously adjusting one property for the entire set of colors 
allowed her to maintain a related, harmonious color palette.   

Participants often wanted to manipulate spatial dimensions 
and contextual characteristics of each palette to control 
color relationships. Unfortunately, color pickers do not 
allow users to resize or reshape color swatches, nor do they 
let users explore color variations in context.  

Composites: Assembling disparate elements 
Colors are affected both by their surrounding colors and by 
other adjacent elements. Fig. 6 defines two activities related 
to color composites, including: composing and decom-
posing multiple components, and manipulating these 
components individually or together.  

Half of the participants (4/8) wanted to couple color with 
other elements, such as texture, and manipulate the 
resulting combination. P2 (Exhibit designer) described the 
screen as “a flat surface that does not always transpose the 
richness of the physical world”. To reproduce the yellow 
texture of a tablecloth on the screen, she scanned it and 
used the resulting image to provide the effect she wanted. 
For her, the color did not exist without the underlying 
texture. P8 (Illustrator) used Photoshop to manipulate a 
color and a texture that she paired together in several 
illustrations, which she had to manipulate separately each 
time. P1 (Painter) created a special preparation that added a 
particular type of light reflection to each color. He 
considers this combination of color-plus-reflection as his 
personal signature. 

 
Unfortunately, color tools are designed to manipulate 
properties based on pure colors. They do not support 
creation of complex color-texture composites, nor can users 
manipulate individual elements as separate subcomponents 
that can be assembled and disassembled as needed. 

Figure 6: Users combine and decompose colors with 
disparate components.  

Figure 5: Users adjust size, layout and position  
of one or more colors, ideally in context.  
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Results and Discussion 
We collected a total of 34 stories, three to five per 
participant. Fig. 9 shows that scientists and engineers have 
similar color manipulation requirements as artists and 
designers. We saw similar proportions of activities for both 
groups and were surprised at how important these 
participants consider color manipulation. For example, P10 
(Biochemist) organized a full afternoon with his colleagues 
to choose colors to represent different molecules. P15 
(Information theorist) found choosing a color for a figure 
very time-consuming: “I might spend half an hour to find 
the right amount of blue in my color”.  

 
Samples 
Scientists and engineers, like artists and designers, actively 
sample and then tweak colors (7/8). For example, P10 
(Virtual reality engineer) looked for images on the Internet 
to find inspiration. He sampled several colors as initial 
references and then adjusted them to create his own set. P13 
(Data visualization researcher) wanted to visualize data 
about cycling teams, so he began by sampling an image of 
the team t-shirt. He then modified the colors to make them 
easier to distinguish from each other. 

Palettes 
Although none of these participants referred to a palette 
explicitly, almost all (7/8) interacted with sets of colors. For 
example, P9 (Programmer) created a palette for a user 
interface design by selecting a few primary colors. He then 
programmed a script to add a small amount of black to all 
of his colors to increase legibility. P12 (Geologist) scanned 
an image from a microscope image of a rock, using polari-
zing paper to change all colors simultaneously: “This lets 
me preserve the relationships among the colors”. 

Composites 
Many participants (5/8) were interested in achieving a 
particular effect that they then explored by interacting with 
color and a second element. P10 (Virtual reality engineer) 
combined a grass texture with green to create the grass for 
his 3D space: “I played with the combinations to get this 
effect with my 3D rendering software.” 

History 
Over half the participants (5/8) kept track of interim steps in 
the context of previous color manipulations. For example, 
P14 (Game developer) created folders of colors where she 
recorded her color choices and later reflected on them, in 
the context in which they had been created: “I look at the 
colors, dates of creation and names I gave the colors to see 
how my perception of these names changed over time.” 

Process 
Interestingly, almost all scientists and engineers (7/8) used 
color to indicate the progress of an on-going activity. P9 
(Programmer) used highly distinctive colors for his Java 
classes in order to quickly check the complexity of a piece 
of code: “If the class has many colors, it means that it has a 
large number of dependencies and it will be hard to test”. 
Similarly, P16 (Information theorist) used a colored pen to 
mark variables in her equations, which helped her 
communicate and follow the evolution of her calculations. 

In summary, seven participants described color-manipu-
lation stories related to at least four of the five dimensions. 
This suggests that the color manipulation activities we 
identified for artists and designers, for whom color is a 
major focus of their work, also obtain for scientists and 
engineers, for whom color is more of a means to an end. 

ANALYSIS OF CURRENT COLOR TOOLS 
All 16 participants in the previous studies managed to 
manipulate color in creative ways, as expressed in the Color 
Portraits design space. We analyzed six existing color tools 
to see how many support the five key activities: Two for the 
general public (color pickers for Macintosh OS X and 
Microsoft Word); two for scientists and engineers (Color 
Brewer [10] and IWantHue); and two for artists and 
designers (Adobe's Kuler and Photoshop color tools). 

Fig. 10 maps the characteristics of each tool according to 
the Color Portraits design dimensions, based on type of 
interaction: System: Does the tool offer specific, ready-to-
use features that support the activity? User: Can users 
personalize their activity? User-System Interaction: Can 
users capture and reuse previous interactions with the tool? 

 
Figure 10:  Existing color tools are most likely to support 

interacting with color samples, but many gaps remain. 

 
Figure 9 Mapping stories from scientists and engineers, to 

the Color Portraits design space. One story can map to 
more than one category. 
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ABSTRACT 
Although ubiquitous, color pickers have remained largely 
unchanged for 25 years. Based on contextual interviews 
with artists and designers, we created the Color Portraits 
design space to characterize five key color manipulation 
activities: sampling and tweaking individual colors, 
manipulating color relationships, combining colors with 
other elements, revisiting previous color choices, and 
revealing a design process through color. We found similar 
color manipulation requirements with scientists and 
engineers. We designed novel color interaction tools 
inspired by the design space, and used them as probes to 
identify specific design requirements, including: interactive 
palettes for sampling colors and exploring relationships; 
color composites for blending and decomposing colors with 
other elements; interactive histories to enable reuse of 
previous color choices; and providing color as a way to 
reveal underlying processes. We argue that color tools 
should allow users to interact with colors, not just pick or 
sample them. 

Author Keywords 
Color picker; Color tools; Creativity; Generative Design  

ACM Classification Keywords 
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INTRODUCTION 
Desktop computing suppports the creation of diverse types 
of digital media, including drawings, spreadsheets, 
photographs, video and multimedia documents. Appli-
cations for creating digital media usually include a color 
picker, with three common features: a visual representation 
of a specified color model, the organization of displayable 
colors into a three-dimensional color space, and controls to 
change parameter values within that space [6]. Users can 
select individual colors from the color space, either with the 
mouse or by specifying a three-digit code, such as an RGB 
value. Some color pickers also allow users to select a color 
from a pixel in an image or from existing color swatches. 

Despite being ubiquitous, color pickers have changed little 
over the past 25 years. Fig. 1 shows almost identical layouts 
and controls for three common color pickers; the only new 
features are their underlying color spaces, which have been 
updated according to research in color perception [7] and 
representation [20]. 

 
Figure 1: Today's color pickers have changed little since 1990. 

Of course, one reason that color picker design is static 
could be that color picking is a "solved" problem––users 
can successfully manipulate color in digital documents. 
However, Bailey et al. [2] show that untrained users still 
have trouble selecting particular colors, and Albers [1] 
argues that professional artists do not want to simply follow 
prescribed color systems and theories. 

We are interested in how users, especially artists and 
designers, manipulate color as part of their creative process. 
We begin with a review of related research on color 
perception, techniques for visualizing color spaces, and the 
design of specialized color manipulation tools. We describe 
our findings from interviews with artists and designers who 
focus on color, and frame the results as a design space, 
called Color Portraits. We verify our design space through 
a second set of interviews with non-expert color users, and 
an analysis of current color tools. Finally, we present a set 
of novel color-manipulation tools that test the generative 
power of the design space. We presented these to users as 
probes and conclude with implications for the design of 
more advanced color manipulation tools. 
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 Figure 4: Each storyboard includes a photograph of the 
artifact and drawings of each step in the color process 

Most participants preferred to select a color from a sample, 
but some found the color picker useful for modifying 
colors. For example, P8 (Illustrator) used the eyedropper 
tool in the Macintosh OS color picker to select a colored 
pixel from an image in a magazine. She decided to purify it 
by “removing the black”, which she accomplished by 
placing the color in CMYK color space and sliding the 
black (K) parameter to zero. 

Palette: Manipulating color relationships 
Participants rarely worked with individual colors. Instead, 
they created coherent sets of colors and manipulated them 
in groups, called palettes. Fig. 5 defines five activities 
related to color palettes, including: comparing swatches of 
different sizes, layering or repositioning colors, mani-
pulating groups of colors as a unit, and interacting with 
color independently, such as within a color picker, or in the 
context of the remaining colors.  

Most participants (7/8) created related sets of colors rather 
than separate individual colors. Color pickers provide a list 
of past color choices, but with no context. Participants 
wanted to create coherent sets of colors, according to the 
characteristics that they specify. For example, P2 (Exhibit 
designer) took photographs of related colored objects. For 
her, ‘‘each picture is a different palette.”[P2]. Although 
the pictures contained the same objects, their positions 
differed, which resulted in different color compositions. 

 

Participants were very concerned with how different colors 
appear when used together. For example, P8 (Illustrator) 
had a restricted palette of one blue and one red for a set of 
book illustrations. She bought a variety of blue and red 
pencils and tested how they looked together, before making 
a final choice.  

Participants also wanted to apply a single color change to 
affect an entire palette. For example, P8 (Illustrator) created 
one palette and then modified the hue of each color by the 
same amount, which generated a new palette. Simul-
taneously adjusting one property for the entire set of colors 
allowed her to maintain a related, harmonious color palette.   

Participants often wanted to manipulate spatial dimensions 
and contextual characteristics of each palette to control 
color relationships. Unfortunately, color pickers do not 
allow users to resize or reshape color swatches, nor do they 
let users explore color variations in context.  

Composites: Assembling disparate elements 
Colors are affected both by their surrounding colors and by 
other adjacent elements. Fig. 6 defines two activities related 
to color composites, including: composing and decom-
posing multiple components, and manipulating these 
components individually or together.  

Half of the participants (4/8) wanted to couple color with 
other elements, such as texture, and manipulate the 
resulting combination. P2 (Exhibit designer) described the 
screen as “a flat surface that does not always transpose the 
richness of the physical world”. To reproduce the yellow 
texture of a tablecloth on the screen, she scanned it and 
used the resulting image to provide the effect she wanted. 
For her, the color did not exist without the underlying 
texture. P8 (Illustrator) used Photoshop to manipulate a 
color and a texture that she paired together in several 
illustrations, which she had to manipulate separately each 
time. P1 (Painter) created a special preparation that added a 
particular type of light reflection to each color. He 
considers this combination of color-plus-reflection as his 
personal signature. 

 
Unfortunately, color tools are designed to manipulate 
properties based on pure colors. They do not support 
creation of complex color-texture composites, nor can users 
manipulate individual elements as separate subcomponents 
that can be assembled and disassembled as needed. 

Figure 6: Users combine and decompose colors with 
disparate components.  

Figure 5: Users adjust size, layout and position  
of one or more colors, ideally in context.  
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Interacting with GUIs
Results and Discussion 
We collected a total of 34 stories, three to five per 
participant. Fig. 9 shows that scientists and engineers have 
similar color manipulation requirements as artists and 
designers. We saw similar proportions of activities for both 
groups and were surprised at how important these 
participants consider color manipulation. For example, P10 
(Biochemist) organized a full afternoon with his colleagues 
to choose colors to represent different molecules. P15 
(Information theorist) found choosing a color for a figure 
very time-consuming: “I might spend half an hour to find 
the right amount of blue in my color”.  

 
Samples 
Scientists and engineers, like artists and designers, actively 
sample and then tweak colors (7/8). For example, P10 
(Virtual reality engineer) looked for images on the Internet 
to find inspiration. He sampled several colors as initial 
references and then adjusted them to create his own set. P13 
(Data visualization researcher) wanted to visualize data 
about cycling teams, so he began by sampling an image of 
the team t-shirt. He then modified the colors to make them 
easier to distinguish from each other. 

Palettes 
Although none of these participants referred to a palette 
explicitly, almost all (7/8) interacted with sets of colors. For 
example, P9 (Programmer) created a palette for a user 
interface design by selecting a few primary colors. He then 
programmed a script to add a small amount of black to all 
of his colors to increase legibility. P12 (Geologist) scanned 
an image from a microscope image of a rock, using polari-
zing paper to change all colors simultaneously: “This lets 
me preserve the relationships among the colors”. 

Composites 
Many participants (5/8) were interested in achieving a 
particular effect that they then explored by interacting with 
color and a second element. P10 (Virtual reality engineer) 
combined a grass texture with green to create the grass for 
his 3D space: “I played with the combinations to get this 
effect with my 3D rendering software.” 

History 
Over half the participants (5/8) kept track of interim steps in 
the context of previous color manipulations. For example, 
P14 (Game developer) created folders of colors where she 
recorded her color choices and later reflected on them, in 
the context in which they had been created: “I look at the 
colors, dates of creation and names I gave the colors to see 
how my perception of these names changed over time.” 

Process 
Interestingly, almost all scientists and engineers (7/8) used 
color to indicate the progress of an on-going activity. P9 
(Programmer) used highly distinctive colors for his Java 
classes in order to quickly check the complexity of a piece 
of code: “If the class has many colors, it means that it has a 
large number of dependencies and it will be hard to test”. 
Similarly, P16 (Information theorist) used a colored pen to 
mark variables in her equations, which helped her 
communicate and follow the evolution of her calculations. 

In summary, seven participants described color-manipu-
lation stories related to at least four of the five dimensions. 
This suggests that the color manipulation activities we 
identified for artists and designers, for whom color is a 
major focus of their work, also obtain for scientists and 
engineers, for whom color is more of a means to an end. 

ANALYSIS OF CURRENT COLOR TOOLS 
All 16 participants in the previous studies managed to 
manipulate color in creative ways, as expressed in the Color 
Portraits design space. We analyzed six existing color tools 
to see how many support the five key activities: Two for the 
general public (color pickers for Macintosh OS X and 
Microsoft Word); two for scientists and engineers (Color 
Brewer [10] and IWantHue); and two for artists and 
designers (Adobe's Kuler and Photoshop color tools). 

Fig. 10 maps the characteristics of each tool according to 
the Color Portraits design dimensions, based on type of 
interaction: System: Does the tool offer specific, ready-to-
use features that support the activity? User: Can users 
personalize their activity? User-System Interaction: Can 
users capture and reuse previous interactions with the tool? 

 
Figure 10:  Existing color tools are most likely to support 

interacting with color samples, but many gaps remain. 

 
Figure 9 Mapping stories from scientists and engineers, to 

the Color Portraits design space. One story can map to 
more than one category. 

 
Figure 11:  Palette Explorer: Users can create interactive color 

palettes with dynamic swatches, enabling them to explore 
spatial relationships and manipulate sets of swatches. 

Users can modify a color in the context of the remaining 
colors by moving the cursor along three axes: X for hue, Y 
for saturation and mouse wheel for brightness. Users can 
also select sets of swatches or the whole palette and modify 
them at the same time, retaining the harmony and other 
characteristics of the original palette. In Fig. 11c, the user 
has shifted the main foreground blue to orange, and the 
remaining colors have changed accordingly. 

Color Compositor – Interacting with composites 
Although some color pickers allow users to include a 
limited set of patterns or textures [23], they do not allow 
users to incorporate their own material. Color Compositor 
lets users combine colors and textures to create their own 
novel composites. 

 
Figure 12:  Color Compositor: Users combine colors and 

textures to create and manipulate composites.  

In Fig. 12a, the user combines orange with an image 
containing slices of a citrus fruit. The user can also modify 
the colors and textures independently. In Fig. 12b, the user 
turns the orange into a lemon. Users can also decompose 
the resulting textured image into its component parts. In 
Fig. 12c, the user extracts color and texture for later reuse. 

Color Partner – Interacting with History 
Participants often reuse previous material from earlier 
projects and develop their own ad hoc techniques for 
capturing a history of their actions. ColorPartner lets users 
capture these interim steps in their color exploration 
process. Users identify a starting point by specifying two 
colors, after which ColorPartner generates novel, related 
colors. In Fig. 13a, the user creates a white and a black dot. 
In Fig. 13b, the system generates a set of related dark 
colors. 

Users can guide which colors are generated through 
proximity to previously generated colors: moving the cursor 
closer to a dot produces more similar colors whereas 
moving the cursor away results in more diverse colors. In 
Fig. 13b, the user generates paler colors in the red range by 
moving from the red dot on the right, towards the white dot.  

 
Figure 13:  Color Partner: Users specify initial colors and move 
the cursor to control generation of new colors. They can save 

interesting intermediate colors by clicking on the dot. 

Over time, colors become smaller and disappear. However, 
the user can save colors by clicking on them; multiple 
clicks enlarge the size of the dot. In Fig. 13c, the user 
indicates a strong preference for three yellow and pale 
orange colors. ColorPartner allows users to return to 
intermediate color choices and use them to create new 
colors. ColorPartner offers an interesting partnership 
between users and the system, since they both collaborate 
on the creation and reuse of collections of colors. 

Color Revealer – Interacting with Process 
Unlike the other activities in the Color Portraits design 
space, process does not treat color as an end in itself, but 
rather as a means to an end. Color changes reveal inter-
mediate steps or the overall state of an activity as it occurs 
over time. Like EditWear [12], which uses color to support 
annotation, ColorRevealer captures traces of the user's 
writing process, modifying hue and intensity. Characters 
each appear in a subtle, colored layer in the background. 

 
Figure 14:  Color Revealer: Users’ hesitations and corrections 

are revealed through changes in hue and intensity. 

In Fig. 14a, the user writes with very little hesitation, so the 
layers behind the text appear as a pale green. Additional 
layers appear as the user deletes or rewrites words. In Fig. 
14b, the user has repeatedly deleted and corrected a number 
of words in his introduction, which introduces blue and 
purple text. Color Revealer allows users to control the 
mapping of colors to their writing activities and provides an 
adjustable timeline that lets them scroll back through earlier 
stages in the writing process. In Fig. 14c, the user needs 
additional time and has adjusted the time scale accordingly. 

These four color tools embody different aspects of the 
Color Portraits design space. We treat them as probes to 
help us evaluate how color manipulation activities are 
represented in the design space and, to understand color 
manipulation more generally. 

INTERACTING WITH PROBES 
We selected participants from the two earlier studies to try 
the probes. We wanted to get an idea of how they 
interpreted each tool in general, and also in the context of 
their current work. 

• Substantive: 
• Conceptual:  
• Methodological:

Create design probes + interviews

Observation + Interview

Create the design space

History: Interacting with past actions 
Participants often performed similar tasks again and again, 
or revisited old artifacts when creating new ones. They 
needed to remember both how they initially created colors 
and also how the colors were applied in the final artifact. 
Participants were also interested in intermediate steps, 
which would let them explore alternative paths without 
starting over. Fig. 7 defines two activities related to history, 
including: preserving source materials and final artifacts, 
and capturing intermediate steps in the selection process.  

 
Half the participants (4/8) sought ways to save meaningful 
intermediate steps in the process of creating a final color. 
For example, P5 (Ceramist) kept samples of every color she 
created over the past decade, as well as notebooks 
containing personal names, codes and the numbers of trials 
needed to obtain each color. 

A few participants (2/8) also kept track of source colors. 
For example, P7 (Service designer) saved images he 
downloaded from the internet: “I use these images to 
extract colors for my palettes and I keep them for later 
reuse.”[P7]. Other participants saved their final palettes 
with the resulting artifact. For example, P4 (Graphic 
designer) placed different-sized rectangles with each final 
color into the unused space beyond the margins, and saved 
them as part of the final document. 

Some participants (2/8) wanted to return to a previous use 
context, with both the initial color source and the final 
artifact. For example, P5 (Ceramist) used several previously 
created red tiles to develop a nuanced set of three slightly 
different red tiles for another client. 

Unfortunately, color pickers support only the most limited 
form of history. Although many provide slots for recording 
previous color choices, these colors are devoid of context 
about their sources, the sequence of steps necessary to 
recreate them, and the final result.     

Process: Revealing activity over time 
Sometimes participants who create physical objects 
observed color changes that revealed useful information 
about interim states. Unlike previous dimensions, color here 
is not the focus, but rather a means to an end. We are 
interested in how this physical use of color can affect 
electronic media. Fig. 8 defines two activities related to the 
color change process, including: manipulating color that 
results from other activities and revealing on-going 
processes.  

 
Half the participants used color to indicate how they created 
an artifact or the amount of time spent on its creation. P6 
(Product Designer) observed colors to determine important 
details about her design process: “Just by looking at the 
pot, you can see how many layers I used”. In another 
project, she heated metal chairs, which caused the metal to 
change colors. She stopped the process when she liked the 
color and applied a coating to stabilize the color. Here, she 
manipulated color indirectly though changes in 
temperature. This suggests an interesting opportunity for 
electronic color manipulation tools, in which color change 
reveals the underlying changes in an online activity. 

Color Portraits Design Space: We observed multiple 
examples of each design category, which form the five key 
dimensions of the Color Portraits design space: 

 Sample start from an initial color; tweak properties to 
obtain a final color. 

 Palette  manipulate relationships among groups of 
colors.  

 Composite combine colors with other elements such as 
texture; decompose to disparate elements.  

 History  capture and reuse source and target color 
contexts; preserve meaningful interim steps.  

 Process reveal progress through color changes. 

EVALUATING COLOR PORTRAITS 
Color Portraits reflects core color manipulation needs for a 
specific user group: artists and designers. We are also 
interested in whether other users who create digital content 
use similar techniques, and how well current color tools 
meet the needs we have identified. We would also like to 
explore how this design space can offer new insights into 
the design of more powerful color manipulation tools.  

Testing with non-color specialists 
To test the broader applicability of the Color Portraits 
design space, we interviewed eight scientists and engineers 
(6 men, 2 women, aged 23-45), from the following 
disciplines: biology, biochemistry, computer science, data 
visualization, game developing, virtual reality engineering, 
automatics and information theory. Each interview lasted 
approximately one hour, in the participant's office. As 
before, we asked participants to show us recent artifacts 
they had created and to describe the steps they followed to 
incorporate color. At the end of the interview, we asked for 
additional stories related to each design space category. We 
recorded audio for all interviews and recorded video of 
participants’ interactions with the resulting artifacts. 

 
Figure 8: Users react to naturally occurring changes in 

color to indicate progress.  

 
Figure 7: Users record color sources and targets, as well as 

intermediate steps. 
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ABSTRACT 
Although ubiquitous, color pickers have remained largely 
unchanged for 25 years. Based on contextual interviews 
with artists and designers, we created the Color Portraits 
design space to characterize five key color manipulation 
activities: sampling and tweaking individual colors, 
manipulating color relationships, combining colors with 
other elements, revisiting previous color choices, and 
revealing a design process through color. We found similar 
color manipulation requirements with scientists and 
engineers. We designed novel color interaction tools 
inspired by the design space, and used them as probes to 
identify specific design requirements, including: interactive 
palettes for sampling colors and exploring relationships; 
color composites for blending and decomposing colors with 
other elements; interactive histories to enable reuse of 
previous color choices; and providing color as a way to 
reveal underlying processes. We argue that color tools 
should allow users to interact with colors, not just pick or 
sample them. 

Author Keywords 
Color picker; Color tools; Creativity; Generative Design  

ACM Classification Keywords 
H.5.2 [User Interfaces]: Theory and Models 

INTRODUCTION 
Desktop computing suppports the creation of diverse types 
of digital media, including drawings, spreadsheets, 
photographs, video and multimedia documents. Appli-
cations for creating digital media usually include a color 
picker, with three common features: a visual representation 
of a specified color model, the organization of displayable 
colors into a three-dimensional color space, and controls to 
change parameter values within that space [6]. Users can 
select individual colors from the color space, either with the 
mouse or by specifying a three-digit code, such as an RGB 
value. Some color pickers also allow users to select a color 
from a pixel in an image or from existing color swatches. 

Despite being ubiquitous, color pickers have changed little 
over the past 25 years. Fig. 1 shows almost identical layouts 
and controls for three common color pickers; the only new 
features are their underlying color spaces, which have been 
updated according to research in color perception [7] and 
representation [20]. 

 
Figure 1: Today's color pickers have changed little since 1990. 

Of course, one reason that color picker design is static 
could be that color picking is a "solved" problem––users 
can successfully manipulate color in digital documents. 
However, Bailey et al. [2] show that untrained users still 
have trouble selecting particular colors, and Albers [1] 
argues that professional artists do not want to simply follow 
prescribed color systems and theories. 

We are interested in how users, especially artists and 
designers, manipulate color as part of their creative process. 
We begin with a review of related research on color 
perception, techniques for visualizing color spaces, and the 
design of specialized color manipulation tools. We describe 
our findings from interviews with artists and designers who 
focus on color, and frame the results as a design space, 
called Color Portraits. We verify our design space through 
a second set of interviews with non-expert color users, and 
an analysis of current color tools. Finally, we present a set 
of novel color-manipulation tools that test the generative 
power of the design space. We presented these to users as 
probes and conclude with implications for the design of 
more advanced color manipulation tools. 

© 2015 Association for Computing Machinery. ACM acknowledges that this
contribution was authored or co-authored by an employee, contractor or affiliate
of a national government. As such, the Government retains a nonexclusive,
royalty-free right to publish or reproduce this article, or to allow others to do so,
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CHI 2015, April 18 - 23 2015, Seoul, Republic of Korea  
Copyright 2015 ACM 978-1-4503-3145-6/15/04…$15.00 
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 Figure 4: Each storyboard includes a photograph of the 
artifact and drawings of each step in the color process 

Most participants preferred to select a color from a sample, 
but some found the color picker useful for modifying 
colors. For example, P8 (Illustrator) used the eyedropper 
tool in the Macintosh OS color picker to select a colored 
pixel from an image in a magazine. She decided to purify it 
by “removing the black”, which she accomplished by 
placing the color in CMYK color space and sliding the 
black (K) parameter to zero. 

Palette: Manipulating color relationships 
Participants rarely worked with individual colors. Instead, 
they created coherent sets of colors and manipulated them 
in groups, called palettes. Fig. 5 defines five activities 
related to color palettes, including: comparing swatches of 
different sizes, layering or repositioning colors, mani-
pulating groups of colors as a unit, and interacting with 
color independently, such as within a color picker, or in the 
context of the remaining colors.  

Most participants (7/8) created related sets of colors rather 
than separate individual colors. Color pickers provide a list 
of past color choices, but with no context. Participants 
wanted to create coherent sets of colors, according to the 
characteristics that they specify. For example, P2 (Exhibit 
designer) took photographs of related colored objects. For 
her, ‘‘each picture is a different palette.”[P2]. Although 
the pictures contained the same objects, their positions 
differed, which resulted in different color compositions. 

 

Participants were very concerned with how different colors 
appear when used together. For example, P8 (Illustrator) 
had a restricted palette of one blue and one red for a set of 
book illustrations. She bought a variety of blue and red 
pencils and tested how they looked together, before making 
a final choice.  

Participants also wanted to apply a single color change to 
affect an entire palette. For example, P8 (Illustrator) created 
one palette and then modified the hue of each color by the 
same amount, which generated a new palette. Simul-
taneously adjusting one property for the entire set of colors 
allowed her to maintain a related, harmonious color palette.   

Participants often wanted to manipulate spatial dimensions 
and contextual characteristics of each palette to control 
color relationships. Unfortunately, color pickers do not 
allow users to resize or reshape color swatches, nor do they 
let users explore color variations in context.  

Composites: Assembling disparate elements 
Colors are affected both by their surrounding colors and by 
other adjacent elements. Fig. 6 defines two activities related 
to color composites, including: composing and decom-
posing multiple components, and manipulating these 
components individually or together.  

Half of the participants (4/8) wanted to couple color with 
other elements, such as texture, and manipulate the 
resulting combination. P2 (Exhibit designer) described the 
screen as “a flat surface that does not always transpose the 
richness of the physical world”. To reproduce the yellow 
texture of a tablecloth on the screen, she scanned it and 
used the resulting image to provide the effect she wanted. 
For her, the color did not exist without the underlying 
texture. P8 (Illustrator) used Photoshop to manipulate a 
color and a texture that she paired together in several 
illustrations, which she had to manipulate separately each 
time. P1 (Painter) created a special preparation that added a 
particular type of light reflection to each color. He 
considers this combination of color-plus-reflection as his 
personal signature. 

 
Unfortunately, color tools are designed to manipulate 
properties based on pure colors. They do not support 
creation of complex color-texture composites, nor can users 
manipulate individual elements as separate subcomponents 
that can be assembled and disassembled as needed. 

Figure 6: Users combine and decompose colors with 
disparate components.  

Figure 5: Users adjust size, layout and position  
of one or more colors, ideally in context.  
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Interacting with GUIs
Results and Discussion 
We collected a total of 34 stories, three to five per 
participant. Fig. 9 shows that scientists and engineers have 
similar color manipulation requirements as artists and 
designers. We saw similar proportions of activities for both 
groups and were surprised at how important these 
participants consider color manipulation. For example, P10 
(Biochemist) organized a full afternoon with his colleagues 
to choose colors to represent different molecules. P15 
(Information theorist) found choosing a color for a figure 
very time-consuming: “I might spend half an hour to find 
the right amount of blue in my color”.  

 
Samples 
Scientists and engineers, like artists and designers, actively 
sample and then tweak colors (7/8). For example, P10 
(Virtual reality engineer) looked for images on the Internet 
to find inspiration. He sampled several colors as initial 
references and then adjusted them to create his own set. P13 
(Data visualization researcher) wanted to visualize data 
about cycling teams, so he began by sampling an image of 
the team t-shirt. He then modified the colors to make them 
easier to distinguish from each other. 

Palettes 
Although none of these participants referred to a palette 
explicitly, almost all (7/8) interacted with sets of colors. For 
example, P9 (Programmer) created a palette for a user 
interface design by selecting a few primary colors. He then 
programmed a script to add a small amount of black to all 
of his colors to increase legibility. P12 (Geologist) scanned 
an image from a microscope image of a rock, using polari-
zing paper to change all colors simultaneously: “This lets 
me preserve the relationships among the colors”. 

Composites 
Many participants (5/8) were interested in achieving a 
particular effect that they then explored by interacting with 
color and a second element. P10 (Virtual reality engineer) 
combined a grass texture with green to create the grass for 
his 3D space: “I played with the combinations to get this 
effect with my 3D rendering software.” 

History 
Over half the participants (5/8) kept track of interim steps in 
the context of previous color manipulations. For example, 
P14 (Game developer) created folders of colors where she 
recorded her color choices and later reflected on them, in 
the context in which they had been created: “I look at the 
colors, dates of creation and names I gave the colors to see 
how my perception of these names changed over time.” 

Process 
Interestingly, almost all scientists and engineers (7/8) used 
color to indicate the progress of an on-going activity. P9 
(Programmer) used highly distinctive colors for his Java 
classes in order to quickly check the complexity of a piece 
of code: “If the class has many colors, it means that it has a 
large number of dependencies and it will be hard to test”. 
Similarly, P16 (Information theorist) used a colored pen to 
mark variables in her equations, which helped her 
communicate and follow the evolution of her calculations. 

In summary, seven participants described color-manipu-
lation stories related to at least four of the five dimensions. 
This suggests that the color manipulation activities we 
identified for artists and designers, for whom color is a 
major focus of their work, also obtain for scientists and 
engineers, for whom color is more of a means to an end. 

ANALYSIS OF CURRENT COLOR TOOLS 
All 16 participants in the previous studies managed to 
manipulate color in creative ways, as expressed in the Color 
Portraits design space. We analyzed six existing color tools 
to see how many support the five key activities: Two for the 
general public (color pickers for Macintosh OS X and 
Microsoft Word); two for scientists and engineers (Color 
Brewer [10] and IWantHue); and two for artists and 
designers (Adobe's Kuler and Photoshop color tools). 

Fig. 10 maps the characteristics of each tool according to 
the Color Portraits design dimensions, based on type of 
interaction: System: Does the tool offer specific, ready-to-
use features that support the activity? User: Can users 
personalize their activity? User-System Interaction: Can 
users capture and reuse previous interactions with the tool? 

 
Figure 10:  Existing color tools are most likely to support 

interacting with color samples, but many gaps remain. 

 
Figure 9 Mapping stories from scientists and engineers, to 

the Color Portraits design space. One story can map to 
more than one category. 

 
Figure 11:  Palette Explorer: Users can create interactive color 

palettes with dynamic swatches, enabling them to explore 
spatial relationships and manipulate sets of swatches. 

Users can modify a color in the context of the remaining 
colors by moving the cursor along three axes: X for hue, Y 
for saturation and mouse wheel for brightness. Users can 
also select sets of swatches or the whole palette and modify 
them at the same time, retaining the harmony and other 
characteristics of the original palette. In Fig. 11c, the user 
has shifted the main foreground blue to orange, and the 
remaining colors have changed accordingly. 

Color Compositor – Interacting with composites 
Although some color pickers allow users to include a 
limited set of patterns or textures [23], they do not allow 
users to incorporate their own material. Color Compositor 
lets users combine colors and textures to create their own 
novel composites. 

 
Figure 12:  Color Compositor: Users combine colors and 

textures to create and manipulate composites.  

In Fig. 12a, the user combines orange with an image 
containing slices of a citrus fruit. The user can also modify 
the colors and textures independently. In Fig. 12b, the user 
turns the orange into a lemon. Users can also decompose 
the resulting textured image into its component parts. In 
Fig. 12c, the user extracts color and texture for later reuse. 

Color Partner – Interacting with History 
Participants often reuse previous material from earlier 
projects and develop their own ad hoc techniques for 
capturing a history of their actions. ColorPartner lets users 
capture these interim steps in their color exploration 
process. Users identify a starting point by specifying two 
colors, after which ColorPartner generates novel, related 
colors. In Fig. 13a, the user creates a white and a black dot. 
In Fig. 13b, the system generates a set of related dark 
colors. 

Users can guide which colors are generated through 
proximity to previously generated colors: moving the cursor 
closer to a dot produces more similar colors whereas 
moving the cursor away results in more diverse colors. In 
Fig. 13b, the user generates paler colors in the red range by 
moving from the red dot on the right, towards the white dot.  

 
Figure 13:  Color Partner: Users specify initial colors and move 
the cursor to control generation of new colors. They can save 

interesting intermediate colors by clicking on the dot. 

Over time, colors become smaller and disappear. However, 
the user can save colors by clicking on them; multiple 
clicks enlarge the size of the dot. In Fig. 13c, the user 
indicates a strong preference for three yellow and pale 
orange colors. ColorPartner allows users to return to 
intermediate color choices and use them to create new 
colors. ColorPartner offers an interesting partnership 
between users and the system, since they both collaborate 
on the creation and reuse of collections of colors. 

Color Revealer – Interacting with Process 
Unlike the other activities in the Color Portraits design 
space, process does not treat color as an end in itself, but 
rather as a means to an end. Color changes reveal inter-
mediate steps or the overall state of an activity as it occurs 
over time. Like EditWear [12], which uses color to support 
annotation, ColorRevealer captures traces of the user's 
writing process, modifying hue and intensity. Characters 
each appear in a subtle, colored layer in the background. 

 
Figure 14:  Color Revealer: Users’ hesitations and corrections 

are revealed through changes in hue and intensity. 

In Fig. 14a, the user writes with very little hesitation, so the 
layers behind the text appear as a pale green. Additional 
layers appear as the user deletes or rewrites words. In Fig. 
14b, the user has repeatedly deleted and corrected a number 
of words in his introduction, which introduces blue and 
purple text. Color Revealer allows users to control the 
mapping of colors to their writing activities and provides an 
adjustable timeline that lets them scroll back through earlier 
stages in the writing process. In Fig. 14c, the user needs 
additional time and has adjusted the time scale accordingly. 

These four color tools embody different aspects of the 
Color Portraits design space. We treat them as probes to 
help us evaluate how color manipulation activities are 
represented in the design space and, to understand color 
manipulation more generally. 

INTERACTING WITH PROBES 
We selected participants from the two earlier studies to try 
the probes. We wanted to get an idea of how they 
interpreted each tool in general, and also in the context of 
their current work. 

• Substantive: Expert users (artists, scientists) + colors 
• Conceptual: The design space for color manipulation 
• Methodological: Observation, interview, design probes

Create design probes + interviews

Observation + Interview

Create the design space

History: Interacting with past actions 
Participants often performed similar tasks again and again, 
or revisited old artifacts when creating new ones. They 
needed to remember both how they initially created colors 
and also how the colors were applied in the final artifact. 
Participants were also interested in intermediate steps, 
which would let them explore alternative paths without 
starting over. Fig. 7 defines two activities related to history, 
including: preserving source materials and final artifacts, 
and capturing intermediate steps in the selection process.  

 
Half the participants (4/8) sought ways to save meaningful 
intermediate steps in the process of creating a final color. 
For example, P5 (Ceramist) kept samples of every color she 
created over the past decade, as well as notebooks 
containing personal names, codes and the numbers of trials 
needed to obtain each color. 

A few participants (2/8) also kept track of source colors. 
For example, P7 (Service designer) saved images he 
downloaded from the internet: “I use these images to 
extract colors for my palettes and I keep them for later 
reuse.”[P7]. Other participants saved their final palettes 
with the resulting artifact. For example, P4 (Graphic 
designer) placed different-sized rectangles with each final 
color into the unused space beyond the margins, and saved 
them as part of the final document. 

Some participants (2/8) wanted to return to a previous use 
context, with both the initial color source and the final 
artifact. For example, P5 (Ceramist) used several previously 
created red tiles to develop a nuanced set of three slightly 
different red tiles for another client. 

Unfortunately, color pickers support only the most limited 
form of history. Although many provide slots for recording 
previous color choices, these colors are devoid of context 
about their sources, the sequence of steps necessary to 
recreate them, and the final result.     

Process: Revealing activity over time 
Sometimes participants who create physical objects 
observed color changes that revealed useful information 
about interim states. Unlike previous dimensions, color here 
is not the focus, but rather a means to an end. We are 
interested in how this physical use of color can affect 
electronic media. Fig. 8 defines two activities related to the 
color change process, including: manipulating color that 
results from other activities and revealing on-going 
processes.  

 
Half the participants used color to indicate how they created 
an artifact or the amount of time spent on its creation. P6 
(Product Designer) observed colors to determine important 
details about her design process: “Just by looking at the 
pot, you can see how many layers I used”. In another 
project, she heated metal chairs, which caused the metal to 
change colors. She stopped the process when she liked the 
color and applied a coating to stabilize the color. Here, she 
manipulated color indirectly though changes in 
temperature. This suggests an interesting opportunity for 
electronic color manipulation tools, in which color change 
reveals the underlying changes in an online activity. 

Color Portraits Design Space: We observed multiple 
examples of each design category, which form the five key 
dimensions of the Color Portraits design space: 

 Sample start from an initial color; tweak properties to 
obtain a final color. 

 Palette  manipulate relationships among groups of 
colors.  

 Composite combine colors with other elements such as 
texture; decompose to disparate elements.  

 History  capture and reuse source and target color 
contexts; preserve meaningful interim steps.  

 Process reveal progress through color changes. 

EVALUATING COLOR PORTRAITS 
Color Portraits reflects core color manipulation needs for a 
specific user group: artists and designers. We are also 
interested in whether other users who create digital content 
use similar techniques, and how well current color tools 
meet the needs we have identified. We would also like to 
explore how this design space can offer new insights into 
the design of more powerful color manipulation tools.  

Testing with non-color specialists 
To test the broader applicability of the Color Portraits 
design space, we interviewed eight scientists and engineers 
(6 men, 2 women, aged 23-45), from the following 
disciplines: biology, biochemistry, computer science, data 
visualization, game developing, virtual reality engineering, 
automatics and information theory. Each interview lasted 
approximately one hour, in the participant's office. As 
before, we asked participants to show us recent artifacts 
they had created and to describe the steps they followed to 
incorporate color. At the end of the interview, we asked for 
additional stories related to each design space category. We 
recorded audio for all interviews and recorded video of 
participants’ interactions with the resulting artifacts. 

 
Figure 8: Users react to naturally occurring changes in 

color to indicate progress.  

 
Figure 7: Users record color sources and targets, as well as 

intermediate steps. 
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Figure 1: To address the issue of thumb reachability on smartphones and tablets when held with one hand, we introduce the 
gaze-based pointing, enabling users to intuitively reach any position by simply gazing at the target. By combining this with the 
�nger-touch input, users can precisely interact with targets through swipe gestures. Additionally, we introduce a user-unaware 
auto-calibration method that eliminates the need for explicit gaze calibration, enhancing gaze accuracy during use and making 
interactions more seamless and e�cient. 

Abstract 
Smartphones with large screens provide users with increased dis-
play and interaction space but pose challenges in reaching certain 
areas with the thumb when using the device with one hand. To ad-
dress this, we introduce GazeSwipe, a multimodal interaction tech-
nique that combines eye gaze with �nger-swipe gestures, enabling 
intuitive and low-friction reach on mobile touchscreens. Speci�-
cally, we design a gaze estimation method that eliminates the need 
for explicit gaze calibration. Our approach also avoids the use of 
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additional eye-tracking hardware by leveraging the smartphone’s 
built-in front-facing camera. Considering the potential decrease in 
gaze accuracy without dedicated eye trackers, we use �nger-swipe 
gestures to compensate for any inaccuracies in gaze estimation. 
Additionally, we introduce a user-unaware auto-calibration method 
that improves gaze accuracy during interaction. Through exten-
sive experiments on smartphones and tablets, we compare our 
technique with various methods for touchscreen reachability and 
evaluate the performance of our auto-calibration strategy. The re-
sults demonstrate that our method achieves high success rates and 
is preferred by users. The �ndings also validate the e�ectiveness of 
the auto-calibration strategy. 

CCS Concepts 
• Human-centered computing ! HCI design and evaluation 
methods; Interaction techniques. 

Keywords 
Interaction Technique, Eye Tracking, Reachability, Mobile Devices 

GazeSwipe: Enhancing Mobile Touchscreen Reachability through 
Seamless Gaze and Finger-Swipe Integration 

Zhuojiang Cai∗ 
State Key Lab. of VR Technology and Systems 

Beihang University 
Beijing, China 

caizhuojiang@buaa.edu.cn 

Jingkai Hong∗ 
State Key Lab. of VR Technology and Systems 

Beihang University 
Beijing, China 

jingkai_hong@buaa.edu.cn 

Zhimin Wang 
State Key Lab. of VR Technology and Systems 

Beihang University 
Beijing, China 

zm.wang@buaa.edu.cn 

Feng † Lu  

State Key Lab. of VR Technology and Systems 
Beihang University 

Beijing, China 
lufeng@buaa.edu.cn 

Reachability Issue I. Gaze Estimation II. Swipe Compensation III. Auto-calibration 

Estimated gaze point 

Calibrated gaze point 

User touched point (Start) 

User released point (Finish) 

Finally reached point 

E 

S 

F 

⭐ 

C 

S 
F 

E 

⭐ 

C 

User-
unaware 

Auto-
calibration 

Intuitive 
reachability 

E
Eye gaze 

Precise 
reachability 

S 

F 

E 

⭐ 

Touch 
↓ 

Drag 
↓ 

Release 

Effort 
minimization 

Figure 1: To address the issue of thumb reachability on smartphones and tablets when held with one hand, we introduce the 
gaze-based pointing, enabling users to intuitively reach any position by simply gazing at the target. By combining this with the 
�nger-touch input, users can precisely interact with targets through swipe gestures. Additionally, we introduce a user-unaware 
auto-calibration method that eliminates the need for explicit gaze calibration, enhancing gaze accuracy during use and making 
interactions more seamless and e�cient. 

Abstract 
Smartphones with large screens provide users with increased dis-
play and interaction space but pose challenges in reaching certain 
areas with the thumb when using the device with one hand. To ad-
dress this, we introduce GazeSwipe, a multimodal interaction tech-
nique that combines eye gaze with �nger-swipe gestures, enabling 
intuitive and low-friction reach on mobile touchscreens. Speci�-
cally, we design a gaze estimation method that eliminates the need 
for explicit gaze calibration. Our approach also avoids the use of 
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additional eye-tracking hardware by leveraging the smartphone’s 
built-in front-facing camera. Considering the potential decrease in 
gaze accuracy without dedicated eye trackers, we use �nger-swipe 
gestures to compensate for any inaccuracies in gaze estimation. 
Additionally, we introduce a user-unaware auto-calibration method 
that improves gaze accuracy during interaction. Through exten-
sive experiments on smartphones and tablets, we compare our 
technique with various methods for touchscreen reachability and 
evaluate the performance of our auto-calibration strategy. The re-
sults demonstrate that our method achieves high success rates and 
is preferred by users. The �ndings also validate the e�ectiveness of 
the auto-calibration strategy. 

CCS Concepts 
• Human-centered computing ! HCI design and evaluation 
methods; Interaction techniques. 

Keywords 
Interaction Technique, Eye Tracking, Reachability, Mobile Devices 



GazeSwipe

42

GazeSwipe: Enhancing Mobile Touchscreen Reachability through 
Seamless Gaze and Finger-Swipe Integration 

Zhuojiang Cai∗ 
State Key Lab. of VR Technology and Systems 

Beihang University 
Beijing, China 

caizhuojiang@buaa.edu.cn 

Jingkai Hong∗ 
State Key Lab. of VR Technology and Systems 

Beihang University 
Beijing, China 

jingkai_hong@buaa.edu.cn 

Zhimin Wang 
State Key Lab. of VR Technology and Systems 

Beihang University 
Beijing, China 

zm.wang@buaa.edu.cn 

Feng † Lu  

State Key Lab. of VR Technology and Systems 
Beihang University 

Beijing, China 
lufeng@buaa.edu.cn 

Reachability Issue I. Gaze Estimation II. Swipe Compensation III. Auto-calibration 

Estimated gaze point 

Calibrated gaze point 

User touched point (Start) 

User released point (Finish) 

Finally reached point 

E 

S 

F 

⭐ 

C 

S 
F 

E 

⭐ 

C 

User-
unaware 

Auto-
calibration 

Intuitive 
reachability 

E
Eye gaze 

Precise 
reachability 

S 

F 

E 

⭐ 

Touch 
↓ 

Drag 
↓ 

Release 

Effort 
minimization 

Figure 1: To address the issue of thumb reachability on smartphones and tablets when held with one hand, we introduce the 
gaze-based pointing, enabling users to intuitively reach any position by simply gazing at the target. By combining this with the 
�nger-touch input, users can precisely interact with targets through swipe gestures. Additionally, we introduce a user-unaware 
auto-calibration method that eliminates the need for explicit gaze calibration, enhancing gaze accuracy during use and making 
interactions more seamless and e�cient. 
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Smartphones with large screens provide users with increased dis-
play and interaction space but pose challenges in reaching certain 
areas with the thumb when using the device with one hand. To ad-
dress this, we introduce GazeSwipe, a multimodal interaction tech-
nique that combines eye gaze with �nger-swipe gestures, enabling 
intuitive and low-friction reach on mobile touchscreens. Speci�-
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additional eye-tracking hardware by leveraging the smartphone’s 
built-in front-facing camera. Considering the potential decrease in 
gaze accuracy without dedicated eye trackers, we use �nger-swipe 
gestures to compensate for any inaccuracies in gaze estimation. 
Additionally, we introduce a user-unaware auto-calibration method 
that improves gaze accuracy during interaction. Through exten-
sive experiments on smartphones and tablets, we compare our 
technique with various methods for touchscreen reachability and 
evaluate the performance of our auto-calibration strategy. The re-
sults demonstrate that our method achieves high success rates and 
is preferred by users. The �ndings also validate the e�ectiveness of 
the auto-calibration strategy. 
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gaze-based pointing, enabling users to intuitively reach any position by simply gazing at the target. By combining this with the 
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auto-calibration method that eliminates the need for explicit gaze calibration, enhancing gaze accuracy during use and making 
interactions more seamless and e�cient. 
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nique that combines eye gaze with �nger-swipe gestures, enabling 
intuitive and low-friction reach on mobile touchscreens. Speci�-
cally, we design a gaze estimation method that eliminates the need 
for explicit gaze calibration. Our approach also avoids the use of 
∗Both authors contributed equally to this research. 
†Feng Lu is the corresponding author. 
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additional eye-tracking hardware by leveraging the smartphone’s 
built-in front-facing camera. Considering the potential decrease in 
gaze accuracy without dedicated eye trackers, we use �nger-swipe 
gestures to compensate for any inaccuracies in gaze estimation. 
Additionally, we introduce a user-unaware auto-calibration method 
that improves gaze accuracy during interaction. Through exten-
sive experiments on smartphones and tablets, we compare our 
technique with various methods for touchscreen reachability and 
evaluate the performance of our auto-calibration strategy. The re-
sults demonstrate that our method achieves high success rates and 
is preferred by users. The �ndings also validate the e�ectiveness of 
the auto-calibration strategy. 

CCS Concepts 
• Human-centered computing ! HCI design and evaluation 
methods; Interaction techniques. 

Keywords 
Interaction Technique, Eye Tracking, Reachability, Mobile Devices 
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Figure 1: Code shaping usage example: (a) a programmer draws an arrow from a few lines of code de�ning data attributes to a 
sketch of a bar chart in whitespace near the code, then they add another arrow back to a di�erent code location and annotate 
the arrow with ‘def’; (b) an AI model uses the code and the overlaid sketches to insert a new function to plot that data; (c) the 
programmer reviews the edits interpreted by the model, then they run the program; (d) the code outputs a rendered plot, the 
programmer sketches on top of it to indicate it should use min-max scaling; (e) the model examines the new sketches and 
modi�es the code to implement scaling. 
Abstract 
We introduce the concept of code shaping, an interaction paradigm 
for editing code using free-form sketch annotations directly on 
top of the code and console output. To evaluate this concept, we 
conducted a three-stage design study with 18 di�erent program-
mers to investigate how sketches can communicate intended code 
edits to an AI model for interpretation and execution. The results 
show how di�erent sketches are used, the strategies programmers 
employ during iterative interactions with AI interpretations, and 
interaction design principles that support the reconciliation be-
tween the code editor and sketches. Finally, we demonstrate the 
practical application of the code shaping concept with two use case 
scenarios, illustrating design implications from the study. 
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ming; Interaction techniques. 
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1 Introduction 
In programming tasks, text is not always the primary medium for 
expressing ideas [27]. Programmers often turn to sketching on 
whiteboards and paper to externalize thoughts and concepts [10, 35, 
64]. This includes tasks like designing program structure, working 
out algorithms, and planning code edits [10, 46, 60]. The informal 
nature of sketching helps untangle complex tasks, represent abstract 
ideas, and requires less cognitive e�ort to comprehend [10, 14, 63]. 

Prior research has explored programming-by-example systems 
that transform sketches [39], such as diagrams [17], mathematical 
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Abstract 
We introduce the concept of code shaping, an interaction paradigm 
for editing code using free-form sketch annotations directly on 
top of the code and console output. To evaluate this concept, we 
conducted a three-stage design study with 18 di�erent program-
mers to investigate how sketches can communicate intended code 
edits to an AI model for interpretation and execution. The results 
show how di�erent sketches are used, the strategies programmers 
employ during iterative interactions with AI interpretations, and 
interaction design principles that support the reconciliation be-
tween the code editor and sketches. Finally, we demonstrate the 
practical application of the code shaping concept with two use case 
scenarios, illustrating design implications from the study. 
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