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Scope

Quantitative

CHI contributions

Empirical research …

Qualitative

This course

Slides: https://chatw.ch/transparency-4-quant



Scope and style
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👉 indicates important pointers

Hop-on hop-off tour

Download this slide set and dig 

deeper with you research project

Photo by S5A-0043 via Wikipedia

https://commons.wikimedia.org/wiki/File:CDG_Big_Bus_E4_GP-123-JM_2023-11-12.jpg


Why should we 
care about 
research 
transparency?
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100 psychology studies 

Smaller effect sizes in 83% of the 

replication studies 

Statistically significant results: 

● 97% of original studies 

● 36% in the replications 

Over half of psychology studies fail to replicate

Source: Open Science Collaboration. (2015). Estimating the reproducibility of psychological science.  Science, 349(6251).

Slides: https://chatw.ch/transparency-4-quant

https://doi.org/10.1126/science.aac4716
https://doi.org/10.1126/science.aac4716
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Replicability

Closely matched method  
+ 

New data  
= 

Consistent results

Reproducibility

Same data analysis method 
+ 

Same data  
= 

Same results

Slides: https://chatw.ch/transparency-4-quant

According to Clearbout terminology, which differs from ACM’s terminology. See discussion in Plesser HE (2018) Reproducibility vs. Replicability: A Brief History of a 
Confused Terminology. Front. Neuroinform. 11:76.

Reproducibility is a lower bar, but still 
important for evaluating the claims of 
research results

http://doi.org/10.3389/fninf.2017.00076
http://doi.org/10.3389/fninf.2017.00076


Wicherts et al. The poor availability of psychological research data for reanalysis. American Psychologist 61, 7 (2006), 726 – 728.

“If researchers want to use data or code from my paper, 
they can contact me”

10

A team of psychology researchers requested 

data from the authors of 141 articles published 

in prestigious psychology journals in the 

previous year. 

27% success rate

Slides: https://chatw.ch/transparency-4-quant

https://psycnet.apa.org/doi/10.1037/0003-066X.61.7.726
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Researchers from the field of biology 

requested data from 516 articles published 

between 2–20 years 

The odds of data still exist fall 17% per year

Vines et al. The Availability of Research Data Declines Rapidly with Article Age. Current Biology 24, 1 (2019), 94–97.

P(data still exist | author responded to the request)

Slides: https://chatw.ch/transparency-4-quant

“If researchers want to use data or code from my paper, 
they can contact me”

https://doi.org/10.1016/j.cub.2013.11.014
https://doi.org/10.1016/j.cub.2013.11.014
https://doi.org/10.1016/j.cub.2013.11.014


Niksirat et al. (2023) Changes in Research Ethics, Openness, and 
Transparency in Empirical Studies between CHI 2017 and CHI 
2022. In Proc. of CHI 2023.
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Survey to authors of 
CHI 2018, 2019

Wacharamanotham et al. (2020) Transparency of CHI Research Artifacts: Results of a Self-
Reported Survey. In Proc. of CHI 2020.

Content analysis of papers from 
CHI 2017, 2022  

Mapped to equivalent categories on the left

Percents of respondents Percents of sampled papers

https://doi.org/10.1145/3544548.3580848
https://doi.org/10.1145/3544548.3580848
https://doi.org/10.1145/3544548.3580848
https://doi.org/10.1145/3544548.3580848
http://dx.doi.org/10.1145/3313831.3376448
http://dx.doi.org/10.1145/3313831.3376448


193 member states of the 
UNESCO promote Open Science
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Open
scientific

knowledge

Open
science 

infrastructures

Open
engagement

of societal
actors

Scientific
publications 

Open
research data 

Open educational
resources Open source

software and
source code 

Open
hardware 

OPEN
SCIENCE

Open 
dialogue 

with other 
knowledge

systems

8.  Access to scientific knowledge should be as open as possible. Access 
restrictions need to be proportionate and justified. They are only justifiable on 
the basis of the protection of human rights, national security, confidentiality, 
the right to privacy and respect for human subjects of study, legal process 
and public order, the protection of intellectual property rights, personal 
information, sacred and secret indigenous knowledge, and rare, threatened or 
endangered species. Some data or code that is not openly available, accessible 
and reusable may nonetheless be shared among specific users according to 
defined access criteria made by local, national or regional pertinent governing 
instances. In cases where data cannot be openly accessible, it is important to 

11

“[Open scientific knowledge] also refers to the 
possibility of opening research methodologies and 
evaluation processes.”

UNESCO Recommendation on Open Science

https://en.unesco.org/science-sustainable-future/open-science/recommendation&usg=AOvVaw0mpcXQGARlNvXbH09wg__y
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Guide to a Successful Submission
Considerable e!ort can go into preparing a paper contribution for the CHI conference. No one wants

to see this e!ort go to waste, especially if it is a potentially valuable contribution that will bring fresh

insights to readers. However, CHI is very popular as a place to present work, and this inevitably means

that a large proportion of submissions – typically 75% – get rejected. For authors, this means taking

special care to submit your work in a manner that guarantees the best chance of gaining acceptance.

This guide has been prepared to help you.

The Review Process
Like most high-profile conferences, CHI relies on a panel of reviewers to assist the selection of

contributions. Your submission will be subjected to thorough reviewing by three or more experts in

the relevant field. The process by which these reviewers are selected, and by which their assessments

then influence the final decision, has been reworked and refined over the years in order to ensure

that submissions are treated as fairly as possible. The more you understand about the review

process, the better equipped you will be to make a strong case for your work. Therefore, you should

familiarize yourself with the Papers Review Process and the Guide to Reviewing Papers.

CHI 2024 Papers will continue to use the Revise and Resubmit review process, where authors have the

opportunity to respond to reviewer feedback and improve their paper as part of the review cycle. This

replaces the rebuttal process used in previous years, giving authors time to revise and resubmit their

work for CHI 2024.

Papers are reviewed by subcommittees that each focus on a subset of topics in human- computer

interaction. As an author, you decide which subcommittee best matches the contribution of your

research. See Selecting a Subcommittee for additional details. To ensure the most qualified reviewers

are available, you should strive for accessibility in your submission. The SIGCHI Guide to an Accessible

Submission is recommended for all submissions.

The Review Form
Here is a brief overview of the form used by the reviewers to submit reviews of your contribution.

Familiarity with the questions on the review form can help you to decide what to include or

emphasize in your submission. You may have been asked to review submissions for CHI, in which

case you will need to become very familiar with this form!

The questions on the review form ask reviewers for the following:

A statement of the submission’s contribution to the field of HCI; this provides the Program

Committee with a basis for assessing the significance of the contribution, and for judging

whether all of the reviewers agree on what the contribution is.

An overall recommendation of the review outcomes: Accept (A), Accept with minor revisions

(ARR), Revise and resubmit (RR), Revise and resubmit or Reject (RRX), and Reject (X).

A rating of the reviewer’s own expertise in the topic area of the submission, from 1 (No

Knowledge) to 4 (Expert); this helps members of the Program Committee to resolve conflicting

views on submissions.

A review of the submission in terms of the criteria laid out in the Call for Papers:

Significance of the paper’s contribution to HCI and the benefit that others can gain from

the contribution: why do the contribution and benefit matter?

Originality of the work: what new ideas or approaches are introduced? We want to

emphasize that an acceptable paper must make a clear contribution to HCI.

Validity of the work presented: how confidently can researchers and practitioners use the

results?

Presentation clarity.

Relevant previous work: is prior work adequately reviewed?

Reviewers will be asked to provide clear bullet points for what revisions need to be made.

Reviewers can also add further comments that they want you or the Program Committee to see. The

author’s main goal should be a strong, clear contribution to HCI. If you do this, your submission

should get a high rating.

Making a Significant Contribution
The reviewers of your paper will be asked to focus on the significance of the submission’s

contribution, the benefit others can gain from its results, the validity of the work, and its originality. Of

these, the contribution and its significance are the most important. CHI Papers are expected to

o!er contributions that clearly and significantly advance the field of HCI. Your contribution should

o!er CHI attendees, and readers of the proceedings, something that adds to what they could have

learned from existing publications.

HCI is a very broad field, and it opens up a correspondingly broad range of possible contribution

types. This list is not exhaustive, but it encompasses many past CHI research contributions. This

contribution should be made clear in the abstract as well as the submission itself, outlining its direct

significance to the field of HCI.

Offering Benefit to the Reader
If you are in a position to make a contribution to HCI, there will be people who stand to benefit from

it. For example, if you are presenting a new interaction technique for small screens, it will be of

potential use to people involved in developing handheld computers. A case study describing how you

developed a new interactive product will probably catch the eye of HCI educators looking for teaching

materials. The benefit to be gained from your contribution will be one consideration that reviewers

take into account.

As you write your submission, therefore, keep in mind the kinds of people you think might benefit

from reading it. Think also about how this might happen – what kinds of problems might readers be

facing to which your contribution could provide the solution? Try to make sure that the submission

explains the contribution in su"cient detail for the full benefit to be extracted. Ask yourself: if I’m a

researcher or practitioner working in this space, why should I read this paper?

Maximizing Impact
Your contribution will be assessed by diverse reviewers and, if accepted, read by an even more

diverse pool of people. The CHI community is international and its constituency is formed from a

range of cultures and traditions. Papers should ensure they use inclusive and culturally sensitive

language throughout.

Ideally, all researchers should take care when developing any project to consider the characteristics of

the people it is including and excluding. CHI researchers often study the practices of people, develop

designs with people, perform studies on people, etc. You should keep a critical eye on who is and who

is not included in your work and ensure that you make claims accordingly. Most research projects are

not as inclusive as researchers would like, but authors can address how successful they were or were

not at including people and can consider the position of the authors.

Ensuring Results are Valid
The validity of your submission’s contribution must be adequately supported by appropriate

arguments, analyses, evaluations, or data as best fit the contribution type. Otherwise readers will find

it hard to judge whether they can confidently take up your ideas, and thus gain the benefits you are

claiming to o!er. Reviewers are therefore asked to assess the validity of the results you are

presenting.

Demonstrating validity is one of the most challenging aspects of writing CHI Papers. Reviewers often

cite problems with validity as the reason to reject a submission. For this reason it is risky to leave

validity issues (for example, evaluating a design) until the last minute. Instead you should consider,

when planning the work and certainly before embarking on the submission, how you will demonstrate

your contribution’s validity.

Your choice of how to demonstrate validity will depend on what kind of contribution you’re o!ering

and suggestions for how to do this are listed in the contribution type page. No matter what method

you chose to show validity, you should let the reader/reviewer know why that method is appropriate

for your situation.

A guiding principle here is to consider the benefits that lie in your contribution, and confirm to your

own satisfaction and your colleagues’ that these benefits are really there. Again, the steps you take

depend on the contribution type. For example, if you are providing an incremental improvement to a

well-known technique, such as a new or refined type of menu capable of reducing errors in selecting

menu items, you will probably run a careful and convincing experiment to measure error rates with

this and other types of menu. If you have come up with a system to support a new way of

collaborative writing, you may try to evaluate it in real-world conditions, o!ering it to a group of co-

authors for use in a joint writing task, and conducting studies to determine how the system helps

them – and what problems it introduces. If you have developed a new design or evaluation

methodology, you may compare it with other methodologies, or you may want to report on your

experiences in using it. If you are developing a theory that contributes principles, concepts, or models

on which work in HCI might be based, you will probably want to argue or demonstrate the value of

that theory, e.g., by using it to describe, analyze, predict and/or influence HCI applications or settings.

If you are contributing systems, tools, architectures or infrastructure, you will want to demonstrate

how it makes systems authoring, development and/or use better, more e"cient, and/or more

expressive. Any evaluations like these, conducted to convince yourself that you’ve got something of

benefit to the HCI community, can appropriately be adopted and extended to convince your reviewers

and readers.

Bear in mind that reviewers of Papers submissions often mention issues of an obvious or important

nature that have not been addressed by the authors. They often criticize authors for conducting

studies without adequate theoretical basis, or for not providing enough evidence or sound reasoning

for claims. A further concern is lack of justification for design choices and not explaining why certain

design features have been included. In summary, you should explain not only what you did, but

also why you did it, so that readers (including reviewers) can be convinced that you made

appropriate choices. Explaining your choices can also stimulate more research by helping others see

alternative approaches.

Gaining Credit for Originality
Originality in your submission will help it get accepted in two ways. First, it is not just helpful but

essential that the submission’s contribution be original, going beyond any work already reported in

other journals or conference proceedings. Second, reviewers will often give credit for original

approaches adopted in conducting the work, particularly if these contributed strongly to the work’s

success.

To demonstrate the originality of your contribution you should make sure to cite prior work

(including your own) in the relevant area. If possible, explain the limitations in this work that your

contribution has overcome. Make sure also to cite publications that have had a major influence on

your own work. Lack of references to prior work is a frequent cause for complaint – and low rating –

by reviewers. At the same time, long lists of references do not show engagement with previous

scholarship. Likewise, short abstracts of prior work do not guide the reader as to the relevance of that

work. As a rule of thumb, citations should be well integrated with the narrative of the paper. Note that

reviewers are being asked to set the context for their review by identifying relevant past work; you can

help them do this. You can also make it easier for them to check your references by concentrating on

papers in easy-to-find publications. Allow adequate time for this part of your submission’s

preparation.

As regards originality in conducting your work, remember that acceptance of your submission doesn’t

depend on this. If the submission’s contribution is a strong one, it should gain acceptance however

you arrived at it. However, reviewers do appreciate novelty and elegance in conducting the work,

particularly if they can see how it simplified the work, or could help others conduct work of a similar

kind, or both. Thus they will probably give credit for an original way of collecting data during a study,

or of choosing a means of evaluating a design, or of overcoming a weakness found in a new design. A

few examples of such originality in your work will probably strengthen your submission; however, a

plethora of them could drown out the central contribution.

Transparency
CHI papers should strive for research transparency regardless of the contribution type and

methodology. Di!erent contribution types, (e.g. technical contributions, quantitative studies, and

qualitative studies) use di!erent criteria for assessing transparency.

Contributions that are technology-oriented (e.g., a new technique or algorithm) and contributions

that are quantitative studies (i.e., experiments with statistically analyzed results) are expected to be

verifiable, reproducible (e.g., others should be able to rerun the interactive system or rerun the

analysis code with the original data) and replicable (e.g., others should be able to independently

recreate the interactive system or rerun the same experiment with di!erent participants). Papers with

these contributions should include enough detail for an independent researcher or practitioner to (1)

independently evaluate the correctness, validity, and reliability of your software and/or analyses and

(2) reproduce and replicate both core technology and experimental methods.

Algorithms and statistical analyses should be described with significant detail. Wherever possible, it’s

fine to save space by referring the reader to prior work for particular steps in your analysis, so long as

the overall approach remains readable. Pseudocode is extremely helpful where algorithmic

contributions are involved.

Transparency is often a great area for “beta-testing” your paper with a colleague or friend. Ask a

colleague to read your paper and list back the important steps you used in data collection and

analysis. Did they leave any steps out? If so, you may need to add more detail or appropriate

references.

While some independent researchers may have di"culty fully replicating your work – e.g., if the work

requires access to unique user populations or rare or expensive hardware – an independent

researcher who has access to these resources should ideally be able to reproduce your work.

Contributions that follow a qualitative research approach (i.e., which most of the time

incorporate researchers’ subjective interpretation as part of the method) should be transparent about

the various decisions made; the positionality of the authors and/or researchers; and the procedures

followed in the design of the research study and reporting of findings. This should include clear

explanations of and justifications for the theoretical or conceptual basis for the study, choice of

methods employed in every stage of the study, participant-selection process, and procedures

followed for data collection and analysis. Researchers should also describe their considerations of the

ethical concerns in the study, such as those pertaining to participant anonymity, privacy, and consent,

their roles in the study, and data gathering and use. In cases where necessary prior permissions have

been obtained to disclose any of the collected data (e.g., observation notes and interview transcripts)

and documented researcher notes, making these data available would be welcome additions but not

a requirement to the contributions.

The reporting of qualitative research findings should strive to show the “big picture” while also

su"ciently contextualizing individual findings. The authors should make explicit how the themes were

identified or constructed from the data, and whether each conclusion was drawn from outstanding

instances or general trends among participants. They should also articulate any assumptions,

preconceptions, or potential biases of the researchers. Communicating the research process in

su"cient detail will enable reviewers to assess the quality of the work and empower others

researchers to adopt the approaches, extend the work, and transfer the findings to other similar

settings.

Sharing research material: While the paper should provide as much information as possible to

enable verification, reproduction, and replication, some details such as source code, analysis code,

detailed hardware specifications, interview protocols, data collection instruments, and collected data

may not be shareable within the paper itself. Reviewers welcome and even expect all such material to

be available. These resources are most reliably shared by posting to a publicly available open-access

repository with a persistent identifier (e.g., a registration on the Open Science Framework, an open-

access university repository, or an independent repository listed on www.re3data.org). Note that the

ACM policy does not limit the use of specific repositories for the purpose of archiving supplementary

materials, and that some repositories, including the Open Science Framework, allow anonymous

posting of materials for reviewers.

In some situations, you may not be able to share material such as sensitive data or proprietary code.

In these cases, we advise you to share as much as possible and explicitly state in your paper why the

rest cannot be shared. For example, while code for novel algorithms or designs may be protected by

intellectual property, code for analyzing study data rarely requires protection, and access to this

analysis code can be crucial for assessing the validity of your study’s conclusions. While we don’t

expect you to share sensitive data or proprietary code, we encourage you to share as much non-

sensitive and non-proprietary code as possible to help reviewers scrutinize, replicate and reproduce

your results. This will increase the chances of your paper getting accepted.

Some research materials may also be able to be included in the paper, either directly in the text, in a

table, and/or through an appendix. Often this is the case for instruments – questionnaires, interview

scripts, study procedures, etc. When research involves asking questions of human subjects, it is

helpful for reviewers, and later readers, to know what questions (and with what wording) were asked.

If the study was performed in a language other than English, it is helpful to know as well, since not all

concepts easily translate.

Research transparency is of utmost importance in a CHI paper. It allows reviewers to

understand and assess submitted work thoroughly, and it allows members of the research

community to understand, analyze, and build upon the work in published CHI papers. As such

transparency is taken into account very seriously in the review process.

Describing the Work Clearly and Concisely
Try to write clearly and concisely, avoid jargon, organize the submission to flow logically and smoothly,

provide the right level of detail, and make good use of figures to support the text. You might be

surprised at the number of reviewer complaints about written presentation. Describing your work

involves not only writing good prose, but also providing a good structure that helps the reader

follow the explanation.

The text should be supported with figures and tables where appropriate; these should be clear and

easy to understand. Figures and tables should have clear captions that explain what the figure is

showing and why it matters to the paper’s story (e.g., a screenshot of your system should not be

captioned “Figure 1: A screenshot.”, but should explain to the reader what screen is being shown,

what state it is in, and why it matters). As a guiding point, consider whether or not the combination of

a figure and its caption can almost stand alone, without having read major portions of the paper.

Papers may use color figures, but they should be usable when printed in black and white.

Although all presentations at CHI are made in English, CHI is a conference with an international

audience – and an international panel of reviewers. Submissions must be written in a language that

e!ectively communicates across national and cultural boundaries. While reviewers try to assess

the quality of the work independent of language issues, good English always helps. Allocating enough

time for proofreading and copy-editing is always a good idea. Professional proofreading services are

available as well: if you have trouble with language issues, consider that the cost of a proofreader

is likely vanishingly small compared to the cost of the time you and your colleagues have put

into your work.

When writing the paper, always keep in mind that people outside your language and cultural milieu

will be reading and reviewing the submission. Avoid long, complex sentences, and avoid regional

colloquialisms, jokes, or puns that could be di"cult for someone outside your culture to understand.

It is often useful to provide pocket definitions for terms that people in other contexts might not

readily know, or might use another term to describe.

Remember that, unlike journal papers, CHI Papers are reviewed mostly on an ‘as-is’ basis. CHI 2024

iterates the Revise and Resubmit process where some submissions have an opportunity to perform a

major revision of their manuscript. However, unlike typical journals, the time frame for the Revise and

Resubmit process is limited, and will not allow authors to execute another extensive implementation

and/or evaluation or perform a complete rewrite. A submission will thus be rejected if the reviewers

feel that the required revisions would not be achievable within this short time frame.

Summary
With its large number of submissions, CHI’s review process is bound to be highly competitive. The

intent of the review process is to provide the conference with a program of submissions o!ering

significant contributions of high potential benefit to attendees and readers. Writing such a submission

for CHI is a lot of work, but it is rewarded with the visibility and influence that only high-profile

publications like the CHI Proceedings can o!er. We hope this document has helped give you some

clear and concrete guidance on how to write a successful CHI submission.

Send feedback and questions to papers@chi2024.acm.org or to the chairs of your preferred

subcommittee (see Selecting a Subcommittee)

Best wishes, and we look forward to seeing your successful submissions at CHI 2024.
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Conceptualizing research transparency for HCI
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“Research transparency refers to honesty and clarity in all communications about 
the research processes and outcomes to the extent possible.”

From a working paper  by Yvonne Jansen, Jan B. Vornhagen, Olga Iarygina, Kavous Salehzadeh Niksirat, Lonni Besançon, Pierre Dragicevic, Julien Gori, and Chat Wacharamanotham. 
"The Many Ways of Being Transparent in Human-Computer Interaction Research” https://osf.io/2wze6_v1 

• “honesty and clarity” — sometimes have trade-off 
• “all communications” — among researchers and beyond 
• “process and outcomes” — emphasis may differ across research methods 
• “to the extent possible” — weigh transparency with ethics, privacy, intellectual 

properties, and other values

This preprint gives ideas on how to be transparent in many types of HCI research 
(also beyond quantitative)

https://osf.io/2wze6_v1
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Transparency in planning studies  
With a focus on experimental studies 

Transparency in data analysis 
General concerns + exercises in preregistration 

Transparency in reporting 
Examples in frequentist statistics + pointers 

Transparency in visualizing research data 
Principles + examples 

Transparency in research materials 
What, how, and where to share

Plan



Transparency in 
planning studies  

17



Choices in research

18
Diagram from Marjan Bakker’s slide
Choices from Degrees of freedom in planning, running, analyzing, and reporting psychological studies: A checklist to avoid p-hacking (Wicherts et al., 2016)

Some choices in data analysis 

• Choosing between different options of 

dealing with incomplete or missing data on 

ad hoc grounds 

• Specifying pre-processing of data (e.g., 

cleaning, normalization, smoothing, motion 

correction) in an ad hoc manner 

• Deciding how to deal with violations of 

statistical assumptions in an ad hoc manner

https://nrin.nl/docman/summer-seminar-2021/60-marjan-bakker-research-integrity-in-statistics/file
https://doi.org/10.3389/fpsyg.2016.01832


Choices in research
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Some choices in data analysis 

• Choosing between different options of 

dealing with incomplete or missing data on 

ad hoc grounds 

• Specifying pre-processing of data (e.g., 

cleaning, normalization, smoothing, motion 

correction) in an ad hoc manner 

• Deciding how to deal with violations of 

statistical assumptions in an ad hoc manner

Diagram from Marjan Bakker’s slide
Choices from Degrees of freedom in planning, running, analyzing, and reporting psychological studies: A checklist to avoid p-hacking (Wicherts et al., 2016)

https://nrin.nl/docman/summer-seminar-2021/60-marjan-bakker-research-integrity-in-statistics/file
https://doi.org/10.3389/fpsyg.2016.01832


Choices in the design phase

20
Diagram from Marjan Bakker’s slide

Establishing transparency in decisions 

made at the research design phase 

● Make justifiable choices 

● Report the choices made 

● Discuss implications of the paths not 

taken

https://nrin.nl/docman/summer-seminar-2021/60-marjan-bakker-research-integrity-in-statistics/file


1. Go to the talk page https://chatw.ch/transparency-4-quant 
2. Click on the link to Google Doc workspace, and grab a space on the template 
3. Look through the list of analysis choice and choose 2–3 choices from your case study 
4. Briefly describe these choices. (We will use them in a breakout room discussion later.)

Exercise 1: Choices in data analysis

21

(5 minutes)

https://chatw.ch/transparency-4-quant


1. In your breakout room, take turn to describe the case study and the analysis choices 
(max. 3 minutes per person) 

2. Choose one analysis choice from a case to work together.  
3. Discuss: 

• When might this decision be made? 
• When might the researchers change this decision? 
• Which factor(s) might have led to this change?

Exercise 2: Discuss choices and changes

22

(20 minutes)



Example: How many participants?
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Spectrum of justifiable choices 1 

👍 	 A priori power analysis 2 or precision planning 3 

 • 	 Based on previous work investigating similar effects 

 • 	 Resource constraints 

 • 	 Subfields’ local standard 4 or other heuristics 

 • 	 Unjustified 

👎 	 p-hacking by adding participants until getting statistical significance

[1] From Sample Size Justification (Lakens, 2022) + Chat’s opinionated selection considering CHI environment  
[2] A detailed tutorial for power analysis in G*Power  and in R: A Practical Primer To Power Analysis for Simple Experimental Designs (Perugini et al., 2018) 
[3] Book chapter with interactive tools in Excel: Introduction to the New Statistics (Cumming & Calin-Jageman, 2016) Ch. 10, section Precision for planning 
[4] E.g., Local Standards for Sample Size at CHI (Caine, 2016), Local Standards for Anonymization Practices in Health, Wellness, Accessibility, and Aging  
      Research at CHI (Abbott et al., 2019, p.7)

https://doi.org/10.1525/collabra.33267
https://doi.org/10.5334/irsp.181
https://doi.org/10.4324/9781315708607
http://dx.doi.org/10.1145/2858036.2858498
https://dl.acm.org/doi/10.1145/3290605.3300692


Sample Size Justification (Lakens, 2022, p. 2)

24

https://doi.org/10.1525/collabra.33267
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Demo: Decision in an a priori power analysis

28
Video recording of the demo on Youtube

https://www.youtube.com/watch?v=b36DaiNrNEw


Transparency in  
data analysis

29



Ways to be accountable for data analysis choices

30Diagrams from Marjan Bakker’s slide

Declare your choices in advance 
(preregistration)

Explore how different choices  
affects the results (sensitivity analysis, 

multiverse analysis)

https://nrin.nl/docman/summer-seminar-2021/60-marjan-bakker-research-integrity-in-statistics/file


Preregistration

31

A timestamped record of the plan, including information such as 

○ A brief narrative description of reason to conduct the research 

○ Explicitly state the intended purpose (exploratory or confirmatory) 

○ Hypothesis and prediction of the outcome 

○ Expected analysis method (ideally a script for data analysis) 

Evidence of what and when you planned → increase transparency and credibility

Templates and recipes for preregistering various types of studies are listed on OSF’s Registration Forms and Templates page

https://osf.io/zab38/wiki/home/
https://aspredicted.org/


1. Have any data been collected for this study already? 
2. What's the main question being asked or hypothesis being tested in this study? 
3. Describe the key dependent variable(s) specifying how they will be measured.  
4. How many and which conditions will participants be assigned to? 
5. Specify exactly which analyses you will conduct to examine the main question/

hypothesis.  
6. Describe exactly how outliers will be defined and handled, and your precise rule(s) 

for excluding observations. 
7. How many observations will be collected or what will determine sample size? No 

need to justify decision, but be precise about exactly how the number will be 
determined. 

8. Anything else you would like to pre-register? (e.g., secondary analyses, variables 
collected for exploratory purposes, unusual analyses planned?)

32

AsPredicted preregistration template
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Datamations: Animated Explanations of Data Analysis Pipelines (Pu et al., CHI 2021) 

Preregistration at https://aspredicted.org/72qc9.pdf

Example: Preregistration

https://doi.org/10.1145/3411764.3445063
https://aspredicted.org/72qc9.pdf


Exercise 3: Drafting a preregistration

Continue with the case you previously chose. 

1. Find the relevant preregistration section from the OSF template 

2. Pair-write the preregistration text together 

• One person write 

• Another person help thinking and discussing and take notes of findings from 

this drafting process. Prepare them as input to the plenary 

34

(20 minutes)



Preregistration

35

“Preregistration is a plan, not a prison” 1 

Circumstances that unfold after filing a preregistration may necessitate adjustment 

• If you haven’t seen the data, file a new preregistration with explicit reference to the 

previous plan 

• Explain the reasons for deviation in the paper 

You may add further exploratory analyses as long as they are clearly separated from 

the preregistered analyses in the paper 

Use pilot studies to inform your decisions

Preregistration: A Plan, Not a Prison (DeHaven, 2017 on COS blog)

https://www.cos.io/blog/preregistration-plan-not-prison#:~:text=Am%20I%20forced%20to%20stick,is%20not%20a%20prison%20sentence.


Critique: “But most studies in HCI are iterative and exploratory” 

• Preregister the exploratory intention and initial hypotheses 

• Benefit: Reviewers cannot challenge that the exploratory analyses comes from failing 

to achieve statistical significance from other tests 1

Preregistration

36

[1]  HARK No More: On the Preregistration of CHI Experiments (Cockburn et al., CHI 2018).  The arguments from HCI researchers’ perspective makes this paper 
worth reading as a whole. 

For CHI double-blind reviewing process, see instruction for sharing anonymized preregistration in section 3 of Open Practices in Visualization Research  
(Haroz, 2018, BELIV position paper)

https://doi.org/10.1145/3173574.3173715
https://osf.io/qf9na/


Transparency in  
reporting

37



Transparent statistics guiding principles

1. Faithfulness: Strive to capture and convey the “truth” 

as accurately as possible, especially concerning the 

uncertainty within the data. 

2. Robustness: Prefer data analysis and reporting 

strategies that are robust to departures from statistical 

assumptions—or that make few assumptions 

3. Resilience: Data analysis and reporting strategies 

should yield similar outcomes across hypothetical 

replications of the same study. 

4. Process transparency: Communicate the decisions 

made during the analysis and report writing as 

explicitly as possible.

38Transparent Statistics Guiding Principles. (Transparent Statistics in Human–Computer Interaction Working Group, 2019)

5. Clarity: Study reports should be easy to process—

even when they target experts. 

6. Simplicity: Prefer the simplest procedure even if it 

is slightly inferior in other respects. 

7. Non-contingency: Outside exploratory analyses, 

data analysis and reporting strategies should 

avoid decisions that are contingent on data 

8. Precision and economy: Plan for data quality, high 

statistical power, and high statistical precision 

9. Material availability: Sharing as much study 

material as possible

https://transparentstats.github.io/guidelines/principles.html
https://transparentstats.github.io/guidelines/principles.html
https://transparentstats.github.io/guidelines/principles.html


Some people tend to avoid extreme answers, the difference between the 

rating 5 and 6 may be smaller than those of 8 and 9. 

A. Parametric test (e.g., t-test or ANOVA) 

B. Nonparametric tests (e.g., Wilcoxon tests, or Mann-Whitney U test)
39

2. Robustness: Prefer data analysis and reporting strategies 
that are robust to departures from statistical assumptions—or 
that make few assumptions



A. The difference is not statistically significant (p = 0.5) 

B. The Wilcoxon test is not statistically significant (W = 1762, p = 0.5) 

C. The Wilcoxon rank sum test is not statistically significant (W = 1762, p = 0.5)

40

4. Process transparency: Communicate the decisions made 
during the analysis and report writing as explicitly as possible.



A comparison of a novel physical user interface prototyping system 

(technique B) to the previous state of the art (A) 

A. The feedback time differs by 104 ms (95% CI: [81, 126]) 

B. Technique B has lower feedback time than A by 104 ms (95% CI: [81, 126]) 

C. […] Technique B’s feedback time tend to be less than the threshold of human 

perception (less than about 100ms). 

D. Technique B has lower feedback time with Cohen’s d =0.2

41

5.Clarity: Study reports should be easy to process—even when 
they target experts.



Checklist for reporting statistics: The SAMPL Guidelines

42

(Lang & Altman, 2016)

https://journal.emwa.org/statistics/statistical-analyses-and-methods-in-the-published-literature-the-sampl-guidelines/


43

Checklist for reporting statistics: The SAMPL Guidelines
(Lang & Altman, 2016)

https://journal.emwa.org/statistics/statistical-analyses-and-methods-in-the-published-literature-the-sampl-guidelines/


Reporting null-hypothesis significance tests

44

Choice of the test must match 

statistical assumptions 

Degrees of freedom can rescue your 

paper 

statcheck.io: Check consistency 

between the p-value  and parameters 

(e.g., t, F, and their degrees of freedom)

The prevalence of statistical reporting errors in psychology (1985–2013) (Nuijten et al., 2016) 
Statcheck tutorial (Nuijten & Polanin, 2020)

http://statcheck.io/index.php
http://dx.doi.org/10.3758/s13428-015-0664-2
https://doi.org/10.1002/jrsm.1408


Transparency through  
visualizing research data

45



Intervals (95% CI) 

What can you say about these two 95% confidence intervals?

46



Intervals (95% CI) Distributions

Summaries can obscure important relationships in distributional data 

47



Visualizing uncertainty in the results

Expressiveness principle: the visual representation 

should represent all and only the relationships that 

exist in the data1,2 

Expressiveness is a proxy to transparency

[1]  Mackinlay, J. (1986). Automating the design of graphical presentations of relational information.  
[2] Munzner, T. (2014). Visualization analysis and design. CRC press. 48

http://dx.doi.org/10.1145/22949.22950
https://www.taylorfrancis.com/books/mono/10.1201/b17511/visualization-analysis-design-tamara-munzner


expressiveness

Liu et al., 2018 (IEEE VIS)

Visualizations of data can vary on a spectrum of expressiveness 
Choices of visualization is an aspect of research transparency

49

https://doi.org/10.1109/TVCG.2018.2865193


Would you stay  
or evacuate? 

Liu et al., 2018 (IEEE VIS) 
Padilla et al., 2018 (CRPI)

Usable visualizations 
support users in making 

accurate inferences

https://doi.org/10.1109/TVCG.2018.2865193
https://doi.org/10.1109/TVCG.2018.2865193
https://doi.org/10.1186/s41235-018-0120-9
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a

b
c
d

e
f
g

h

i

j

Dietary Reference Intakes (DRIs): Recommended Dietary Allowances and Adequate Intakes, Vitamins

Food and Nutrition Board, Institute of Medicine, National Academies

Life Stage
Group

Vitamin A
(µg/d)

Vitamin C
(mg/d)

Vitamin D
(µg/d)

Vitamin E
(mg/d)

Vitamin K
(µg/d)

Thiamin
(mg/d)

Riboflavin
(mg/d)

Niacin
(mg/d)

Vitamin B
(mg/d)

Folate
(µg/d)

Vitamin B
(µg/d)

Pantothenic Acid
(mg/d)

Biotin
(µg/d)

Choline
(mg/d)

Infants

 0–6 mo 400* 40* 10* 4* 2.0* 0.2* 0.3* 2* 0.1* 65* 0.4* 1.7* 5* 125*

 6–12 mo 500* 50* 10* 5* 2.5* 0.3* 0.4* 4* 0.3* 80* 0.5* 1.8* 6* 150*

Children

 1–3 y 300 15 15 6 30* 0.5 0.5 6 0.5 150 0.9 2* 8* 200*

 4–8 y 400 25 15 7 55* 0.6 0.6 8 0.6 200 1.2 3* 12* 250*

Males

 9–13 y 600 45 15 11 60* 0.9 0.9 12 1.0 300 1.8 4* 20* 375*

 14–18 y 900 75 15 15 75* 1.2 1.3 16 1.3 400 2.4 5* 25* 550*

 19–30 y 900 90 15 15 120* 1.2 1.3 16 1.3 400 2.4 5* 30* 550*

 31–50 y 900 90 15 15 120* 1.2 1.3 16 1.3 400 2.4 5* 30* 550*

 51–70 y 900 90 15 15 120* 1.2 1.3 16 1.7 400 2.4 5* 30* 550*

 > 70 y 900 90 20 15 120* 1.2 1.3 16 1.7 400 2.4 5* 30* 550*

Females

 9–13 y 600 45 15 11 60* 0.9 0.9 12 1.0 300 1.8 4* 20* 375*

 14–18 y 700 65 15 15 75* 1.0 1.0 14 1.2 400 2.4 5* 25* 400*

 19–30 y 700 75 15 15 90* 1.1 1.1 14 1.3 400 2.4 5* 30* 425*

 31–50 y 700 75 15 15 90* 1.1 1.1 14 1.3 400 2.4 5* 30* 425*

 51–70 y 700 75 15 15 90* 1.1 1.1 14 1.5 400 2.4 5* 30* 425*

 > 70 y 700 75 20 15 90* 1.1 1.1 14 1.5 400 2.4 5* 30* 425*

Pregnancy

 14–18 y 750 80 15 15 75* 1.4 1.4 18 1.9 600 2.6 6* 30* 450*

 19–30 y 770 85 15 15 90* 1.4 1.4 18 1.9 600 2.6 6* 30* 450*

 31–50 y 770 85 15 15 90* 1.4 1.4 18 1.9 600 2.6 6* 30* 450*

Lactation

 14–18 y 1,200 115 15 19 75* 1.4 1.6 17 2.0 500 2.8 7* 35* 550*

 19–30 y 1,300 120 15 19 90* 1.4 1.6 17 2.0 500 2.8 7* 35* 550*

 31–50 y 1,300 120 15 19 90* 1.4 1.6 17 2.0 500 2.8 7* 35* 550*

NOTE: This table (taken from the DRI reports, see www.nap.edu) presents Recommended Dietary Allowances (RDAs) in bold type and Adequate Intakes (AIs) in ordinary type followed by an asterisk (*). An
RDA is the average daily dietary intake level sufficient to meet the nutrient requirements of nearly all (97–98 percent) healthy individuals in a group. It is calculated from an Estimated Average Requirement
(EAR). If sufficient scientific evidence is not available to establish an EAR, and thus calculate an RDA, an AI is usually developed. For healthy breast-fed infants, an AI is the mean intake. The AI for other life
stage and gender groups is believed to cover the needs of all healthy individuals in the groups, but lack of data or uncertainty in the data prevent being able to specify with confidence the percentage of
individuals covered by this intake.

As retinol activity equivalents (RAEs). 1 RAE = 1 µg retinol, 12 µg β-carotene, 24 µg α-carotene, or 24 µg β-cryptoxanthin. The RAE for dietary provitamin A carotenoids is two-fold greater than retinol
equivalents (REs), whereas the RAE for preformed vitamin A is the same as RE.
As cholecalciferol. 1 µg cholecalciferol = 40 IU vitamin D.
Under the assumption of minimal sunlight.
As α-tocopherol. α-tocopherol includes RRR-α-tocopherol, the only form of α-tocopherol that occurs naturally in foods, and the 2R-stereoisomeric forms of α-tocopherol (RRR-, RSR-, RRS-, and RSS-α-
tocopherol) that occur in fortified foods and supplements. It does not include the 2S-stereoisomeric forms of α-tocopherol (SRR-, SSR-, SRS-, and SSS-α-tocopherol), also found in fortified foods and
supplements.
As niacin equivalents (NE). 1 mg of niacin = 60 mg of tryptophan; 0–6 months = preformed niacin (not NE).
As dietary folate equivalents (DFE). 1 DFE = 1 µg food folate = 0.6 µg of folic acid from fortified food or as a supplement consumed with food = 0.5 µg of a supplement taken on an empty stomach.
Although AIs have been set for choline, there are few data to assess whether a dietary supply of choline is needed at all stages of the life cycle, and it may be that the choline requirement can be met by
endogenous synthesis at some of these stages.
Because 10 to 30 percent of older people may malabsorb food-bound B , it is advisable for those older than 50 years to meet their RDA mainly by consuming foods fortified with B  or a supplement
containing B .
In view of evidence linking folate intake with neural tube defects in the fetus, it is recommended that all women capable of becoming pregnant consume 400 µg from supplements or fortified foods in addition
to intake of food folate from a varied diet.
It is assumed that women will continue consuming 400 µg from supplements or fortified food until their pregnancy is confirmed and they enter prenatal care, which ordinarily occurs after the end of the
periconceptional period—the critical time for formation of the neural tube.

SOURCES: Dietary Reference Intakes for Calcium, Phosphorous, Magnesium, Vitamin D, and Fluoride (1997); Dietary Reference Intakes for Thiamin, Riboflavin, Niacin, Vitamin B , Folate, Vitamin B ,
Pantothenic Acid, Biotin, and Choline (1998); Dietary Reference Intakes for Vitamin C, Vitamin E, Selenium, and Carotenoids (2000); Dietary Reference Intakes for Vitamin A, Vitamin K, Arsenic, Boron,
Chromium, Copper, Iodine, Iron, Manganese, Molybdenum, Nickel, Silicon, Vanadium, and Zinc (2001); Dietary Reference Intakes for Water, Potassium, Sodium, Chloride, and Sulfate (2005); and Dietary
Reference Intakes for Calcium and Vitamin D (2011). These reports may be accessed via www.nap.edu.

From: Summary Tables

Dietary Reference Intakes for Calcium and Vitamin D.
Institute of Medicine (US) Committee to Review Dietary Reference Intakes for Vitamin D and Calcium; Ross AC, Taylor CL, Yaktine AL, et al., editors.
Washington (DC): National Academies Press (US); 2011.

Copyright © 2011, National Academy of Sciences.

NCBI Bookshelf. A service of the National Library of Medicine, National Institutes of Health.
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Dietary reference intake (Food and Nutrition Board, Institute of Medicine, National Academies)

https://www.ncbi.nlm.nih.gov/books/NBK56068/table/summarytables.t2/?report=objectonly
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Dietary reference intake (Julius Senegal)

https://commons.wikimedia.org/wiki/File:Dietary_Reference_Intakes.svg


Uncertainty matters

Without uncertainty, viewers may come to incorrect conclusions about the data. 

Showing uncertainty: 

● Increases scientific credibility 

● Increases trust 

● Let them tune their expectations and assumptions correctly

53

Usable visualizations support users in making accurate inferences 
Showing uncertainty contributes to usability



Median + 
95% CI

expressiveness
usability
viz.covid19forecasthub.org | Reich Lab of the University of Massachusetts Amherst Padilla et al., 2022 (Nature, Scientific Reports) 54

http://viz.covid19forecasthub.org
https://doi.org/10.1038/s41598-022-05353-1


All models

expressiveness
usability

55viz.covid19forecasthub.org | Reich Lab of the University of Massachusetts Amherst Padilla et al., 2022 (Nature, Scientific Reports)

http://viz.covid19forecasthub.org
https://doi.org/10.1038/s41598-022-05353-1


All models + 
50% CI

expressiveness
usability

56viz.covid19forecasthub.org | Reich Lab of the University of Massachusetts Amherst Padilla et al., 2022 (Nature, Scientific Reports)

http://viz.covid19forecasthub.org
https://doi.org/10.1038/s41598-022-05353-1


intelligently  
selected  
models 

expressiveness
usability

57viz.covid19forecasthub.org | Reich Lab of the University of Massachusetts Amherst Padilla et al., 2022 (Nature, Scientific Reports)

http://viz.covid19forecasthub.org
https://doi.org/10.1038/s41598-022-05353-1


Research transparency through visualization

Balancing tradeoffs between: 

Expressiveness: Faithfully represent the data, and 

Usability: Support users in making accurate inferences from the data 

No single best answer 

Consider context, data set, and audience when making these decisions

58



Exercise
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Session 3 Uncertainty visualizations
Xiaoying Pu
4/9/2023

Introduction
We will use the blinded.csv  again, focusing on exploring how to make visualizations instead of doing the analysis. By the end of this tutorial,
you will learn to:

1. Reason about the expressiveness and usability of plots you make.
2. Identify the types of uncertainty from model outputs.
3. Use resources to visualize uncertainty in different ways.

Expectations
I will run R code and use a Miro board in this tutorial. Ideally, you will follow along and run code with me. There are many activities where you can
participate and ask questions (any time!).

TIP: RStudio shows document outline

Miro board (but don’t go there yet): https://miro.com/app/board/uXjVO8L3bt8=/

Activity 1: exploring data
First, we will evaluate some plots made for Dataset 1.

Load the data
We will base our example on the blinded.csv  dataset. It’s from an experiment about whether showing people graphs increase belief in drug
efficacy, presumably because graphs are associated with science.

TIP: ()  enclosing an assignment will print the assigned value as well.

# Note that there are 123 rows!

(df1 <- read_csv("data/blinded.csv", show_col_types = FALSE) %>%
  filter(experiment == 1) %>%
  mutate(
    condition = factor(condition), 
    participant_id = paste0("P", str_pad(row_number(), 2, pad = "0"))) %>%
   select(-experiment)
)

## # A tibble: 123 × 3
##    condition effectiveness participant_id
##    <fct>             <dbl> <chr>         
##  1 no_graph              7 P01           
##  2 graph                 6 P02           
##  3 no_graph              9 P03           
##  4 no_graph              4 P04           
##  5 graph                 6 P05           
##  6 no_graph              7 P06           
##  7 graph                 7 P07           
##  8 no_graph              7 P08           
##  9 no_graph              7 P09           
## 10 graph                 6 P10           
## # ℹ 113 more rows

Evaluate three plots
Last time, we modeled how condition  (graph or no graph) affected effectiveness , a Likert-style rating from 1 to 9. We are going to evaluate
three plots:

Plot 1

df1 %>%
  ggplot(aes(
    x = effectiveness, 
    y = condition)) +  
  geom_point() +
  scale_x_continuous(breaks = 1:9)

REFLECTION: is this plot good? Rate (in Zoom chat) its expressiveness and usability in the Zoom chat on a scale of 1-5, where 5 is best and 1 is
worst.

Expressiveness: the plot should represent all relationships that exist in the data, and those relationships only.
Usability: the user should be able to make accurate inferences from the data.

!

ACTION: Enter in Zoom chat: “E3, U3”

Plot 2

jitterer <- position_jitter(height = 0.1, seed = 1)

df1 %>%
  ggplot(aes(
    x = effectiveness, 
    y = condition,
  )) +     
  geom_point(position = jitterer) +       
  scale_x_continuous(breaks = 1:9)

Reflection: 

!

 how would you rate the expressiveness and usability?

Concept: intrinsic uncertainty in the data (sans the artificial jitter!)

Plot 3

!

 How else would you plot this data to increase expressiveness/usability?

One option:

(df1_prop <- df1 %>%
  count(condition, effectiveness) %>%
  add_row(condition = "graph", effectiveness = 2, n = 0) %>%
  complete(condition, effectiveness, fill = list(n = 0)) %>%
  group_by(condition) %>%
  mutate(prob = n/sum(n))
)

## # A tibble: 18 × 4
## # Groups:   condition [2]
##    condition effectiveness     n   prob
##    <chr>             <dbl> <dbl>  <dbl>
##  1 graph                 1     1 0.0164
##  2 graph                 2     0 0     
##  3 graph                 3     0 0     
##  4 graph                 4     3 0.0492
##  5 graph                 5     8 0.131 
##  6 graph                 6    14 0.230 
##  7 graph                 7    21 0.344 
##  8 graph                 8     9 0.148 
##  9 graph                 9     5 0.0820
## 10 no_graph              1     0 0     
## 11 no_graph              2     0 0     
## 12 no_graph              3     1 0.0161
## 13 no_graph              4     4 0.0645
## 14 no_graph              5     5 0.0806
## 15 no_graph              6    12 0.194 
## 16 no_graph              7    25 0.403 
## 17 no_graph              8     7 0.113 
## 18 no_graph              9     8 0.129

df1_prop %>%
  ggplot(aes(x = effectiveness, y = n, color = condition)) + 
  geom_point() + 
  geom_line() +
  scale_x_continuous(breaks = 1:9) + 
  scale_y_continuous("Count") + 
  NULL

Reflection: why is this better? why is it worse?

Activity 2: visualizing model outputs
Load and summarize frequentist and Bayesian models
# model objects
m_t_test <- lm(effectiveness ~ - 1 + condition, data = df1)
m_t_test_bayesian <- readRDS("data/dataset1.brm.bayesiant.rds")

# means
means_t_freq <- m_t_test %>% 
   tidy() %>%
   mutate(condition = str_remove(term, "condition"), .before = 1) %>%
   select(-term)

means_t_bayes <- data_grid(df1, condition) %>%
  tidybayes::add_epred_draws(m_t_test_bayesian, newdata = . ,dpar = TRUE)

# preds
preds_t_freq_obj <- predict(m_t_test, newdata = data_grid(df1, condition), 
                     se.fit=TRUE, interval = "prediction", level = 0.95)

preds_t_freq <- m_t_test %>%
  broom::augment(newdata = data_grid(df1, condition), se_fit = TRUE) %>%
  mutate(
    .se.pred = sqrt(.se.fit ^ 2 + preds_t_freq_obj$residual.scale^2), # NOTE
    df = preds_t_freq_obj$df) 

preds_t_bayes <- data_grid(df1, condition) %>%
    tidybayes::add_predicted_draws(m_t_test_bayesian)

Activity 2.1 CI vs. PI
Starting from the point estimate

means_t_freq %>%
  ggplot(aes(x = estimate, y = condition)) + 
  geom_point(aes(effectiveness), position = jitterer, data=df1, alpha = 0.5, color = "#8c96c6") +
  geom_point(position = position_nudge(y = 0.2)) +
  scale_x_continuous("effectiveness", breaks = 1:9, limits = c(0, 10)) + 
  labs(title = "Frequentist lm(), estimated effectiveness by condition") +
  NULL

!

ACTION: head to Miro https://miro.com/app/board/uXjVO8L3bt8=/?moveToWidget=3458764523389765219&cot=14

Concepts

We consider two types of intervals: CI and PI

Frequentist:

CI: confidence interval; the long-run proportion of correspondingly computed intervals that end up containing the true value of the
parameter

For our t-test, the 95% CI is from the confidence distribution (t-distribution). More reading and an animated explanation
PI: prediction interval; estimate of an interval in which a future observation will fall, with a certain probability, given what has already been
observed

For our t-test, the PI is also from a t-distribution

Bayesian:

CI: credible interval; an interval within which an unobserved parameter value falls with a particular probability.
PI: posterior predictive interval… from posterior predictive distribution, the distribution of possible unobserved values conditional on the
observed values
There are no analytical distributions for CIs and PIs here because our Bayesian model based on sampling.

Note:

CI: parameter uncertainty
PI: prediction uncertainty

!

ACTION: Vote: is CI always narrower than PI?

preds_t_freq %>%
  
  ggplot(aes(y = condition)) + 
  
  # PI
  stat_interval(aes(
    xdist = dist_student_t(
      df = df,
      mu = .fitted, 
      sigma = .se.pred) 
  )) + 
 
  # CI
  stat_pointinterval(aes(
    xdist = dist_student_t(
      df = df,
      mu = .fitted,
      sigma = .se.fit)),
    position = position_nudge(y = -.2)) +
  
  # EXERCISE: put raw data in this plot
  geom_point(
    aes(x = effectiveness),
    data = df1, position = jitterer) +
  
  scale_x_continuous("effectiveness", breaks = 1:9, limits = c(0, 10)) + 
  scale_color_brewer("Predictive interval") + 
  labs(title = "Frequentist lm(), estimated effectiveness by condition",
       subtitle = "Confidence interval widths: 0.66 and 0.95") +
  theme(legend.position="none")

!

 Back to Miro and compare our “error bar” guesses with CI/PI we just plotted.

Activity 2.2 Types of uncertainty vis

!

 Go to Miro https://miro.com/app/board/uXjVO8L3bt8=/?moveToWidget=3458764523387189623&cot=14

Activity 2.3 Putting it together
A plot showing the confidence distribution for the frequentist t-test. I will demonstrate uncommenting code chunks to build up the plot. (Keyboard
shortcut: Ctrl+Shift+C on Windows or Shift+Command+C on macOS)

TIP adding annotation (direct labeling) can increase usability

means_t_freq %>%
  ggplot(aes(y = condition)) +
  
  # raw data
  geom_point(
    aes(
      x = effectiveness,
      y = condition),
    data = df1, position = jitterer, alpha = .5) +
  
  # # EXERCISE 1: add an half-eye plot for the confidence distribution
  # stat_halfeye(
  #   aes(xdist =dist_student_t(
  #     df = df.residual(m_t_test),
  #     mu = estimate,
  #     sigma = std.error)),
  #   scale = 0.5, fill = "#8c96c6",
  #   position = position_nudge(y = 0.15)) +
  
  # # EXERCIESE 2: change `stat_halfeye` above to `stat_dots`
  
  # # EXERCISE 3: add a label for the confidence distribution
  # geom_label_repel(
  #   aes(estimate + 0.25, y = condition),
  #   data = means_t_freq %>% slice_tail(),
  #   label = "CI of the mean", box.padding = 1,
  #   position = position_nudge(y = 0.3), max.overlaps = Inf, seed = 15) +
  
  # # EXERCISE 4: add a label for the raw data
  # geom_label_repel(
  #   aes(x = estimate, y = condition),
  #   data = means_t_freq %>% slice_head(),
  #   label = "Jittered raw data", box.padding = 1,
  #   position = position_nudge_repel(y = -0.2), seed = 1) +
  
  scale_x_continuous(breaks = 0:10, limits = c(0, 10)) + 
  labs(title = "Frequentist lm(), confidence distribution of effectiveness by condition") + 
  NULL

Recap the plot above:

Intrinsic uncertainty: the spread of the raw data (ignore the jitter!)
Parameter uncertainty: confidence distribution (density plot) and CI (point interval)

For the frequentist t-test, showing all types of uncertainty with different uncertainty vis types!

!

 ACTION: uncomment the chunks below one at a time

preds_t_freq %>%
  ggplot(aes(y = condition)) + 
  
  # # Raw data
  # geom_point(
  #   aes(
  #     x = effectiveness,
  #     y = condition),
  #   data = df1, position = jitterer, shape = 21, size =2) +
  
  # # Conf. distribution
  # stat_slab(
  #   aes(xdist = dist_student_t(
  #     df = df, 
  #     mu = .fitted, 
  #     sigma = .se.pred)),
  #   slab_color="#9ECAE1", fill = NA, scale = 0.7) +
  
  # # Pred. distribution
  # stat_pointinterval(            
  #   aes(xdist =dist_student_t(
  #     df = df.residual(m_t_test), 
  #     mu = estimate, 
  #     sigma = std.error)),
  #   data = means_t_freq,
  #   scale = 0.5, fill = "#8c96c6",
  #   position = position_nudge(y = 0.15)) + 
  
  scale_x_continuous(breaks = 1:9) +
  labs(title = "Frequentist lm(), effectiveness by condition",
       subtitle = "Curves show the prediction distributions\nIntervals show confidence intervals") + 
  NULL

!

 ACTION: answer the questions below:

What’s the intrinsic uncertainty in data?
What’s been shown with the density curve?
What’s been shown with the point interval?

This type of plot is sometimes called Kruschke style in Bayesian context https://solomonkurz.netlify.app/post/2018-12-20-make-rotated-
gaussians-kruschke-style/.

means_t_bayes %>%
  
  # Sample draws because there are thousands
  
  sample_draws(30) %>%
  
  ggplot(
    aes(y = condition)) + 
 
  # Raw data 
  geom_point(
    aes(x = effectiveness), data = df1,
    shape = 21, size = 2,
    position = jitterer) +
  
  # distributions implied by posterior predictive draws
  stat_slab(
    aes(xdist = dist_student_t(nu, mu, sigma)),
    slab_color="#9ECAE1", alpha = 0.1, fill = NA, scale = 0.7) +
  
  scale_x_continuous(breaks = 1:9, limit = c(0, 11)) + 
  labs(title = "Bayesian t-test, effectiveness by condition",
       subtitle = "Curves show both PI and CI") + 
  NULL

REFLECTION:

Why does the Kruschke spaghetti density show both parameter and prediction uncertainty?
How else can you show PI for the Bayesian model?

Recap:

Should you show parameter or prediction uncertainty, or both?
Should you use intervals or distributions for uncertainty?

Further reading:

CI vs. PI: Hofman, J. M., Goldstein, D. G., & Hullman, J. (2020, April). How visualizing inferential uncertainty can mislead readers about
treatment effects in scientific results. In Proceedings of the 2020 chi conference on human factors in computing systems (pp. 1-12).
Interval vs. distribution: Helske, J., Helske, S., Cooper, M., Ynnerman, A., & Besançon, L. (2020). Are You Sure You’re Sure?-Effects of
Visual Representation on the Cliff Effect in Statistical Inference. CoRR.

EXERCISE: can you make the plot above to look like Activity 2.1?

# Your code here

Packages Information
sessionInfo()

## R version 4.2.2 (2022-10-31)
## Platform: aarch64-apple-darwin20 (64-bit)
## Running under: macOS Ventura 13.1
## 
## Matrix products: default
## BLAS:   /Library/Frameworks/R.framework/Versions/4.2-arm64/Resources/lib/libRblas.0.dylib
## LAPACK: /Library/Frameworks/R.framework/Versions/4.2-arm64/Resources/lib/libRlapack.dylib
## 
## locale:
## [1] en_US.UTF-8/en_US.UTF-8/en_US.UTF-8/C/en_US.UTF-8/en_US.UTF-8
## 
## attached base packages:
## [1] stats     graphics  grDevices utils     datasets  methods   base     
## 
## other attached packages:
##  [1] emmeans_1.8.5        glue_1.6.2           ggrepel_0.9.3       
##  [4] ordinal_2022.11-16   distributional_0.3.2 ggdist_3.2.1        
##  [7] tidybayes_3.0.4      brms_2.19.0          Rcpp_1.0.10         
## [10] modelr_0.1.11        yardstick_1.1.0      workflowsets_1.0.1  
## [13] workflows_1.1.3      tune_1.1.0           rsample_1.1.1       
## [16] recipes_1.0.5        parsnip_1.0.4        modeldata_1.1.0     
## [19] infer_1.0.4          dials_1.2.0          scales_1.2.1        
## [22] broom_1.0.4          tidymodels_1.0.0     lubridate_1.9.2     
## [25] forcats_1.0.0        stringr_1.5.0        dplyr_1.1.1         
## [28] purrr_1.0.1          readr_2.1.4          tidyr_1.3.0         
## [31] tibble_3.2.1         ggplot2_3.4.2        tidyverse_2.0.0     
## 
## loaded via a namespace (and not attached):
##   [1] backports_1.4.1      plyr_1.8.8           igraph_1.4.2        
##   [4] svUnit_1.0.6         splines_4.2.2        crosstalk_1.2.0     
##   [7] listenv_0.9.0        inline_0.3.19        rstantools_2.3.1    
##  [10] digest_0.6.31        foreach_1.5.2        htmltools_0.5.5     
##  [13] fansi_1.0.4          magrittr_2.0.3       checkmate_2.1.0     
##  [16] tzdb_0.3.0           globals_0.16.2       gower_1.0.1         
##  [19] RcppParallel_5.1.7   matrixStats_0.63.0   vroom_1.6.1         
##  [22] xts_0.13.0           hardhat_1.3.0        timechange_0.2.0    
##  [25] prettyunits_1.1.1    colorspace_2.1-0     xfun_0.38           
##  [28] crayon_1.5.2         callr_3.7.3          jsonlite_1.8.4      
##  [31] survival_3.5-5       zoo_1.8-11           iterators_1.0.14    
##  [34] gtable_0.3.3         ipred_0.9-14         pkgbuild_1.4.0      
##  [37] rstan_2.21.8         future.apply_1.10.0  abind_1.4-5         
##  [40] mvtnorm_1.1-3        DBI_1.1.3            miniUI_0.1.1.1      
##  [43] xtable_1.8-4         diffobj_0.3.5        bit_4.0.5           
##  [46] GPfit_1.0-8          StanHeaders_2.21.0-7 stats4_4.2.2        
##  [49] lava_1.7.2.1         prodlim_2023.03.31   DT_0.27             
##  [52] htmlwidgets_1.6.2    threejs_0.3.3        RColorBrewer_1.1-3  
##  [55] arrayhelpers_1.1-0   posterior_1.4.1      ellipsis_0.3.2      
##  [58] pkgconfig_2.0.3      loo_2.6.0            farver_2.1.1        
##  [61] nnet_7.3-18          sass_0.4.5           utf8_1.2.3          
##  [64] labeling_0.4.2       tidyselect_1.2.0     rlang_1.1.0         
##  [67] DiceDesign_1.9       reshape2_1.4.4       later_1.3.0         
##  [70] munsell_0.5.0        tools_4.2.2          cachem_1.0.7        
##  [73] cli_3.6.1            generics_0.1.3       evaluate_0.20       
##  [76] fastmap_1.1.1        yaml_2.3.7           bit64_4.0.5         
##  [79] processx_3.8.0       knitr_1.42           future_1.32.0       
##  [82] nlme_3.1-162         mime_0.12            shinythemes_1.2.0   
##  [85] compiler_4.2.2       bayesplot_1.10.0     rstudioapi_0.14     
##  [88] lhs_1.1.6            bslib_0.4.2          stringi_1.7.12      
##  [91] highr_0.10           ps_1.7.4             Brobdingnag_1.2-9   
##  [94] lattice_0.21-8       Matrix_1.5-4         markdown_1.6        
##  [97] shinyjs_2.1.0        tensorA_0.36.2       vctrs_0.6.1         
## [100] pillar_1.9.0         lifecycle_1.0.3      furrr_0.3.1         
## [103] jquerylib_0.1.4      bridgesampling_1.1-2 ucminf_1.1-4.1      
## [106] estimability_1.4.1   data.table_1.14.8    httpuv_1.6.9        
## [109] R6_2.5.1             promises_1.2.0.1     gridExtra_2.3       
## [112] parallelly_1.35.0    codetools_0.2-19     colourpicker_1.2.0  
## [115] MASS_7.3-58.3        gtools_3.9.4         withr_2.5.0         
## [118] shinystan_2.6.0      parallel_4.2.2       hms_1.1.3           
## [121] grid_4.2.2           rpart_4.1.19         timeDate_4022.108   
## [124] coda_0.19-4          class_7.3-21         rmarkdown_2.21      
## [127] numDeriv_2016.8-1.1  shiny_1.7.4          base64enc_0.1-3     
## [130] dygraphs_1.1.1.6
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Session 3 Uncertainty visualizations
Xiaoying Pu
4/9/2023

Introduction
We will use the blinded.csv  again, focusing on exploring how to make visualizations instead of doing the analysis. By the end of this tutorial,
you will learn to:

1. Reason about the expressiveness and usability of plots you make.
2. Identify the types of uncertainty from model outputs.
3. Use resources to visualize uncertainty in different ways.

Expectations
I will run R code and use a Miro board in this tutorial. Ideally, you will follow along and run code with me. There are many activities where you can
participate and ask questions (any time!).

TIP: RStudio shows document outline

Miro board (but don’t go there yet): https://miro.com/app/board/uXjVO8L3bt8=/

Activity 1: exploring data
First, we will evaluate some plots made for Dataset 1.

Load the data
We will base our example on the blinded.csv  dataset. It’s from an experiment about whether showing people graphs increase belief in drug
efficacy, presumably because graphs are associated with science.

TIP: ()  enclosing an assignment will print the assigned value as well.

# Note that there are 123 rows!

(df1 <- read_csv("data/blinded.csv", show_col_types = FALSE) %>%
  filter(experiment == 1) %>%
  mutate(
    condition = factor(condition), 
    participant_id = paste0("P", str_pad(row_number(), 2, pad = "0"))) %>%
   select(-experiment)
)

## # A tibble: 123 × 3
##    condition effectiveness participant_id
##    <fct>             <dbl> <chr>         
##  1 no_graph              7 P01           
##  2 graph                 6 P02           
##  3 no_graph              9 P03           
##  4 no_graph              4 P04           
##  5 graph                 6 P05           
##  6 no_graph              7 P06           
##  7 graph                 7 P07           
##  8 no_graph              7 P08           
##  9 no_graph              7 P09           
## 10 graph                 6 P10           
## # ℹ 113 more rows

Evaluate three plots
Last time, we modeled how condition  (graph or no graph) affected effectiveness , a Likert-style rating from 1 to 9. We are going to evaluate
three plots:

Plot 1

df1 %>%
  ggplot(aes(
    x = effectiveness, 
    y = condition)) +  
  geom_point() +
  scale_x_continuous(breaks = 1:9)

REFLECTION: is this plot good? Rate (in Zoom chat) its expressiveness and usability in the Zoom chat on a scale of 1-5, where 5 is best and 1 is
worst.

Expressiveness: the plot should represent all relationships that exist in the data, and those relationships only.
Usability: the user should be able to make accurate inferences from the data.

!

ACTION: Enter in Zoom chat: “E3, U3”

Plot 2

jitterer <- position_jitter(height = 0.1, seed = 1)

df1 %>%
  ggplot(aes(
    x = effectiveness, 
    y = condition,
  )) +     
  geom_point(position = jitterer) +       
  scale_x_continuous(breaks = 1:9)

Reflection: 

!

 how would you rate the expressiveness and usability?

Concept: intrinsic uncertainty in the data (sans the artificial jitter!)

Plot 3

!

 How else would you plot this data to increase expressiveness/usability?

One option:

(df1_prop <- df1 %>%
  count(condition, effectiveness) %>%
  add_row(condition = "graph", effectiveness = 2, n = 0) %>%
  complete(condition, effectiveness, fill = list(n = 0)) %>%
  group_by(condition) %>%
  mutate(prob = n/sum(n))
)

## # A tibble: 18 × 4
## # Groups:   condition [2]
##    condition effectiveness     n   prob
##    <chr>             <dbl> <dbl>  <dbl>
##  1 graph                 1     1 0.0164
##  2 graph                 2     0 0     
##  3 graph                 3     0 0     
##  4 graph                 4     3 0.0492
##  5 graph                 5     8 0.131 
##  6 graph                 6    14 0.230 
##  7 graph                 7    21 0.344 
##  8 graph                 8     9 0.148 
##  9 graph                 9     5 0.0820
## 10 no_graph              1     0 0     
## 11 no_graph              2     0 0     
## 12 no_graph              3     1 0.0161
## 13 no_graph              4     4 0.0645
## 14 no_graph              5     5 0.0806
## 15 no_graph              6    12 0.194 
## 16 no_graph              7    25 0.403 
## 17 no_graph              8     7 0.113 
## 18 no_graph              9     8 0.129

df1_prop %>%
  ggplot(aes(x = effectiveness, y = n, color = condition)) + 
  geom_point() + 
  geom_line() +
  scale_x_continuous(breaks = 1:9) + 
  scale_y_continuous("Count") + 
  NULL

Reflection: why is this better? why is it worse?

Activity 2: visualizing model outputs
Load and summarize frequentist and Bayesian models
# model objects
m_t_test <- lm(effectiveness ~ - 1 + condition, data = df1)
m_t_test_bayesian <- readRDS("data/dataset1.brm.bayesiant.rds")

# means
means_t_freq <- m_t_test %>% 
   tidy() %>%
   mutate(condition = str_remove(term, "condition"), .before = 1) %>%
   select(-term)

means_t_bayes <- data_grid(df1, condition) %>%
  tidybayes::add_epred_draws(m_t_test_bayesian, newdata = . ,dpar = TRUE)

# preds
preds_t_freq_obj <- predict(m_t_test, newdata = data_grid(df1, condition), 
                     se.fit=TRUE, interval = "prediction", level = 0.95)

preds_t_freq <- m_t_test %>%
  broom::augment(newdata = data_grid(df1, condition), se_fit = TRUE) %>%
  mutate(
    .se.pred = sqrt(.se.fit ^ 2 + preds_t_freq_obj$residual.scale^2), # NOTE
    df = preds_t_freq_obj$df) 

preds_t_bayes <- data_grid(df1, condition) %>%
    tidybayes::add_predicted_draws(m_t_test_bayesian)

Activity 2.1 CI vs. PI
Starting from the point estimate

means_t_freq %>%
  ggplot(aes(x = estimate, y = condition)) + 
  geom_point(aes(effectiveness), position = jitterer, data=df1, alpha = 0.5, color = "#8c96c6") +
  geom_point(position = position_nudge(y = 0.2)) +
  scale_x_continuous("effectiveness", breaks = 1:9, limits = c(0, 10)) + 
  labs(title = "Frequentist lm(), estimated effectiveness by condition") +
  NULL

!

ACTION: head to Miro https://miro.com/app/board/uXjVO8L3bt8=/?moveToWidget=3458764523389765219&cot=14

Concepts

We consider two types of intervals: CI and PI

Frequentist:

CI: confidence interval; the long-run proportion of correspondingly computed intervals that end up containing the true value of the
parameter

For our t-test, the 95% CI is from the confidence distribution (t-distribution). More reading and an animated explanation
PI: prediction interval; estimate of an interval in which a future observation will fall, with a certain probability, given what has already been
observed

For our t-test, the PI is also from a t-distribution

Bayesian:

CI: credible interval; an interval within which an unobserved parameter value falls with a particular probability.
PI: posterior predictive interval… from posterior predictive distribution, the distribution of possible unobserved values conditional on the
observed values
There are no analytical distributions for CIs and PIs here because our Bayesian model based on sampling.

Note:

CI: parameter uncertainty
PI: prediction uncertainty

!

ACTION: Vote: is CI always narrower than PI?

preds_t_freq %>%
  
  ggplot(aes(y = condition)) + 
  
  # PI
  stat_interval(aes(
    xdist = dist_student_t(
      df = df,
      mu = .fitted, 
      sigma = .se.pred) 
  )) + 
 
  # CI
  stat_pointinterval(aes(
    xdist = dist_student_t(
      df = df,
      mu = .fitted,
      sigma = .se.fit)),
    position = position_nudge(y = -.2)) +
  
  # EXERCISE: put raw data in this plot
  geom_point(
    aes(x = effectiveness),
    data = df1, position = jitterer) +
  
  scale_x_continuous("effectiveness", breaks = 1:9, limits = c(0, 10)) + 
  scale_color_brewer("Predictive interval") + 
  labs(title = "Frequentist lm(), estimated effectiveness by condition",
       subtitle = "Confidence interval widths: 0.66 and 0.95") +
  theme(legend.position="none")

!

 Back to Miro and compare our “error bar” guesses with CI/PI we just plotted.

Activity 2.2 Types of uncertainty vis

!

 Go to Miro https://miro.com/app/board/uXjVO8L3bt8=/?moveToWidget=3458764523387189623&cot=14

Activity 2.3 Putting it together
A plot showing the confidence distribution for the frequentist t-test. I will demonstrate uncommenting code chunks to build up the plot. (Keyboard
shortcut: Ctrl+Shift+C on Windows or Shift+Command+C on macOS)

TIP adding annotation (direct labeling) can increase usability

means_t_freq %>%
  ggplot(aes(y = condition)) +
  
  # raw data
  geom_point(
    aes(
      x = effectiveness,
      y = condition),
    data = df1, position = jitterer, alpha = .5) +
  
  # # EXERCISE 1: add an half-eye plot for the confidence distribution
  # stat_halfeye(
  #   aes(xdist =dist_student_t(
  #     df = df.residual(m_t_test),
  #     mu = estimate,
  #     sigma = std.error)),
  #   scale = 0.5, fill = "#8c96c6",
  #   position = position_nudge(y = 0.15)) +
  
  # # EXERCIESE 2: change `stat_halfeye` above to `stat_dots`
  
  # # EXERCISE 3: add a label for the confidence distribution
  # geom_label_repel(
  #   aes(estimate + 0.25, y = condition),
  #   data = means_t_freq %>% slice_tail(),
  #   label = "CI of the mean", box.padding = 1,
  #   position = position_nudge(y = 0.3), max.overlaps = Inf, seed = 15) +
  
  # # EXERCISE 4: add a label for the raw data
  # geom_label_repel(
  #   aes(x = estimate, y = condition),
  #   data = means_t_freq %>% slice_head(),
  #   label = "Jittered raw data", box.padding = 1,
  #   position = position_nudge_repel(y = -0.2), seed = 1) +
  
  scale_x_continuous(breaks = 0:10, limits = c(0, 10)) + 
  labs(title = "Frequentist lm(), confidence distribution of effectiveness by condition") + 
  NULL

Recap the plot above:

Intrinsic uncertainty: the spread of the raw data (ignore the jitter!)
Parameter uncertainty: confidence distribution (density plot) and CI (point interval)

For the frequentist t-test, showing all types of uncertainty with different uncertainty vis types!

!

 ACTION: uncomment the chunks below one at a time

preds_t_freq %>%
  ggplot(aes(y = condition)) + 
  
  # # Raw data
  # geom_point(
  #   aes(
  #     x = effectiveness,
  #     y = condition),
  #   data = df1, position = jitterer, shape = 21, size =2) +
  
  # # Conf. distribution
  # stat_slab(
  #   aes(xdist = dist_student_t(
  #     df = df, 
  #     mu = .fitted, 
  #     sigma = .se.pred)),
  #   slab_color="#9ECAE1", fill = NA, scale = 0.7) +
  
  # # Pred. distribution
  # stat_pointinterval(            
  #   aes(xdist =dist_student_t(
  #     df = df.residual(m_t_test), 
  #     mu = estimate, 
  #     sigma = std.error)),
  #   data = means_t_freq,
  #   scale = 0.5, fill = "#8c96c6",
  #   position = position_nudge(y = 0.15)) + 
  
  scale_x_continuous(breaks = 1:9) +
  labs(title = "Frequentist lm(), effectiveness by condition",
       subtitle = "Curves show the prediction distributions\nIntervals show confidence intervals") + 
  NULL

!

 ACTION: answer the questions below:

What’s the intrinsic uncertainty in data?
What’s been shown with the density curve?
What’s been shown with the point interval?

This type of plot is sometimes called Kruschke style in Bayesian context https://solomonkurz.netlify.app/post/2018-12-20-make-rotated-
gaussians-kruschke-style/.

means_t_bayes %>%
  
  # Sample draws because there are thousands
  
  sample_draws(30) %>%
  
  ggplot(
    aes(y = condition)) + 
 
  # Raw data 
  geom_point(
    aes(x = effectiveness), data = df1,
    shape = 21, size = 2,
    position = jitterer) +
  
  # distributions implied by posterior predictive draws
  stat_slab(
    aes(xdist = dist_student_t(nu, mu, sigma)),
    slab_color="#9ECAE1", alpha = 0.1, fill = NA, scale = 0.7) +
  
  scale_x_continuous(breaks = 1:9, limit = c(0, 11)) + 
  labs(title = "Bayesian t-test, effectiveness by condition",
       subtitle = "Curves show both PI and CI") + 
  NULL

REFLECTION:

Why does the Kruschke spaghetti density show both parameter and prediction uncertainty?
How else can you show PI for the Bayesian model?

Recap:

Should you show parameter or prediction uncertainty, or both?
Should you use intervals or distributions for uncertainty?

Further reading:

CI vs. PI: Hofman, J. M., Goldstein, D. G., & Hullman, J. (2020, April). How visualizing inferential uncertainty can mislead readers about
treatment effects in scientific results. In Proceedings of the 2020 chi conference on human factors in computing systems (pp. 1-12).
Interval vs. distribution: Helske, J., Helske, S., Cooper, M., Ynnerman, A., & Besançon, L. (2020). Are You Sure You’re Sure?-Effects of
Visual Representation on the Cliff Effect in Statistical Inference. CoRR.

EXERCISE: can you make the plot above to look like Activity 2.1?

# Your code here

Packages Information
sessionInfo()

## R version 4.2.2 (2022-10-31)
## Platform: aarch64-apple-darwin20 (64-bit)
## Running under: macOS Ventura 13.1
## 
## Matrix products: default
## BLAS:   /Library/Frameworks/R.framework/Versions/4.2-arm64/Resources/lib/libRblas.0.dylib
## LAPACK: /Library/Frameworks/R.framework/Versions/4.2-arm64/Resources/lib/libRlapack.dylib
## 
## locale:
## [1] en_US.UTF-8/en_US.UTF-8/en_US.UTF-8/C/en_US.UTF-8/en_US.UTF-8
## 
## attached base packages:
## [1] stats     graphics  grDevices utils     datasets  methods   base     
## 
## other attached packages:
##  [1] emmeans_1.8.5        glue_1.6.2           ggrepel_0.9.3       
##  [4] ordinal_2022.11-16   distributional_0.3.2 ggdist_3.2.1        
##  [7] tidybayes_3.0.4      brms_2.19.0          Rcpp_1.0.10         
## [10] modelr_0.1.11        yardstick_1.1.0      workflowsets_1.0.1  
## [13] workflows_1.1.3      tune_1.1.0           rsample_1.1.1       
## [16] recipes_1.0.5        parsnip_1.0.4        modeldata_1.1.0     
## [19] infer_1.0.4          dials_1.2.0          scales_1.2.1        
## [22] broom_1.0.4          tidymodels_1.0.0     lubridate_1.9.2     
## [25] forcats_1.0.0        stringr_1.5.0        dplyr_1.1.1         
## [28] purrr_1.0.1          readr_2.1.4          tidyr_1.3.0         
## [31] tibble_3.2.1         ggplot2_3.4.2        tidyverse_2.0.0     
## 
## loaded via a namespace (and not attached):
##   [1] backports_1.4.1      plyr_1.8.8           igraph_1.4.2        
##   [4] svUnit_1.0.6         splines_4.2.2        crosstalk_1.2.0     
##   [7] listenv_0.9.0        inline_0.3.19        rstantools_2.3.1    
##  [10] digest_0.6.31        foreach_1.5.2        htmltools_0.5.5     
##  [13] fansi_1.0.4          magrittr_2.0.3       checkmate_2.1.0     
##  [16] tzdb_0.3.0           globals_0.16.2       gower_1.0.1         
##  [19] RcppParallel_5.1.7   matrixStats_0.63.0   vroom_1.6.1         
##  [22] xts_0.13.0           hardhat_1.3.0        timechange_0.2.0    
##  [25] prettyunits_1.1.1    colorspace_2.1-0     xfun_0.38           
##  [28] crayon_1.5.2         callr_3.7.3          jsonlite_1.8.4      
##  [31] survival_3.5-5       zoo_1.8-11           iterators_1.0.14    
##  [34] gtable_0.3.3         ipred_0.9-14         pkgbuild_1.4.0      
##  [37] rstan_2.21.8         future.apply_1.10.0  abind_1.4-5         
##  [40] mvtnorm_1.1-3        DBI_1.1.3            miniUI_0.1.1.1      
##  [43] xtable_1.8-4         diffobj_0.3.5        bit_4.0.5           
##  [46] GPfit_1.0-8          StanHeaders_2.21.0-7 stats4_4.2.2        
##  [49] lava_1.7.2.1         prodlim_2023.03.31   DT_0.27             
##  [52] htmlwidgets_1.6.2    threejs_0.3.3        RColorBrewer_1.1-3  
##  [55] arrayhelpers_1.1-0   posterior_1.4.1      ellipsis_0.3.2      
##  [58] pkgconfig_2.0.3      loo_2.6.0            farver_2.1.1        
##  [61] nnet_7.3-18          sass_0.4.5           utf8_1.2.3          
##  [64] labeling_0.4.2       tidyselect_1.2.0     rlang_1.1.0         
##  [67] DiceDesign_1.9       reshape2_1.4.4       later_1.3.0         
##  [70] munsell_0.5.0        tools_4.2.2          cachem_1.0.7        
##  [73] cli_3.6.1            generics_0.1.3       evaluate_0.20       
##  [76] fastmap_1.1.1        yaml_2.3.7           bit64_4.0.5         
##  [79] processx_3.8.0       knitr_1.42           future_1.32.0       
##  [82] nlme_3.1-162         mime_0.12            shinythemes_1.2.0   
##  [85] compiler_4.2.2       bayesplot_1.10.0     rstudioapi_0.14     
##  [88] lhs_1.1.6            bslib_0.4.2          stringi_1.7.12      
##  [91] highr_0.10           ps_1.7.4             Brobdingnag_1.2-9   
##  [94] lattice_0.21-8       Matrix_1.5-4         markdown_1.6        
##  [97] shinyjs_2.1.0        tensorA_0.36.2       vctrs_0.6.1         
## [100] pillar_1.9.0         lifecycle_1.0.3      furrr_0.3.1         
## [103] jquerylib_0.1.4      bridgesampling_1.1-2 ucminf_1.1-4.1      
## [106] estimability_1.4.1   data.table_1.14.8    httpuv_1.6.9        
## [109] R6_2.5.1             promises_1.2.0.1     gridExtra_2.3       
## [112] parallelly_1.35.0    codetools_0.2-19     colourpicker_1.2.0  
## [115] MASS_7.3-58.3        gtools_3.9.4         withr_2.5.0         
## [118] shinystan_2.6.0      parallel_4.2.2       hms_1.1.3           
## [121] grid_4.2.2           rpart_4.1.19         timeDate_4022.108   
## [124] coda_0.19-4          class_7.3-21         rmarkdown_2.21      
## [127] numDeriv_2016.8-1.1  shiny_1.7.4          base64enc_0.1-3     
## [130] dygraphs_1.1.1.6
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Session 3 Uncertainty visualizations
Xiaoying Pu
4/9/2023

Introduction
We will use the blinded.csv  again, focusing on exploring how to make visualizations instead of doing the analysis. By the end of this tutorial,
you will learn to:

1. Reason about the expressiveness and usability of plots you make.
2. Identify the types of uncertainty from model outputs.
3. Use resources to visualize uncertainty in different ways.

Expectations
I will run R code and use a Miro board in this tutorial. Ideally, you will follow along and run code with me. There are many activities where you can
participate and ask questions (any time!).

TIP: RStudio shows document outline

Miro board (but don’t go there yet): https://miro.com/app/board/uXjVO8L3bt8=/

Activity 1: exploring data
First, we will evaluate some plots made for Dataset 1.

Load the data
We will base our example on the blinded.csv  dataset. It’s from an experiment about whether showing people graphs increase belief in drug
efficacy, presumably because graphs are associated with science.

TIP: ()  enclosing an assignment will print the assigned value as well.

# Note that there are 123 rows!

(df1 <- read_csv("data/blinded.csv", show_col_types = FALSE) %>%
  filter(experiment == 1) %>%
  mutate(
    condition = factor(condition), 
    participant_id = paste0("P", str_pad(row_number(), 2, pad = "0"))) %>%
   select(-experiment)
)

## # A tibble: 123 × 3
##    condition effectiveness participant_id
##    <fct>             <dbl> <chr>         
##  1 no_graph              7 P01           
##  2 graph                 6 P02           
##  3 no_graph              9 P03           
##  4 no_graph              4 P04           
##  5 graph                 6 P05           
##  6 no_graph              7 P06           
##  7 graph                 7 P07           
##  8 no_graph              7 P08           
##  9 no_graph              7 P09           
## 10 graph                 6 P10           
## # ℹ 113 more rows

Evaluate three plots
Last time, we modeled how condition  (graph or no graph) affected effectiveness , a Likert-style rating from 1 to 9. We are going to evaluate
three plots:

Plot 1

df1 %>%
  ggplot(aes(
    x = effectiveness, 
    y = condition)) +  
  geom_point() +
  scale_x_continuous(breaks = 1:9)

REFLECTION: is this plot good? Rate (in Zoom chat) its expressiveness and usability in the Zoom chat on a scale of 1-5, where 5 is best and 1 is
worst.

Expressiveness: the plot should represent all relationships that exist in the data, and those relationships only.
Usability: the user should be able to make accurate inferences from the data.

!

ACTION: Enter in Zoom chat: “E3, U3”

Plot 2

jitterer <- position_jitter(height = 0.1, seed = 1)

df1 %>%
  ggplot(aes(
    x = effectiveness, 
    y = condition,
  )) +     
  geom_point(position = jitterer) +       
  scale_x_continuous(breaks = 1:9)

Reflection: 

!

 how would you rate the expressiveness and usability?

Concept: intrinsic uncertainty in the data (sans the artificial jitter!)

Plot 3

!

 How else would you plot this data to increase expressiveness/usability?

One option:

(df1_prop <- df1 %>%
  count(condition, effectiveness) %>%
  add_row(condition = "graph", effectiveness = 2, n = 0) %>%
  complete(condition, effectiveness, fill = list(n = 0)) %>%
  group_by(condition) %>%
  mutate(prob = n/sum(n))
)

## # A tibble: 18 × 4
## # Groups:   condition [2]
##    condition effectiveness     n   prob
##    <chr>             <dbl> <dbl>  <dbl>
##  1 graph                 1     1 0.0164
##  2 graph                 2     0 0     
##  3 graph                 3     0 0     
##  4 graph                 4     3 0.0492
##  5 graph                 5     8 0.131 
##  6 graph                 6    14 0.230 
##  7 graph                 7    21 0.344 
##  8 graph                 8     9 0.148 
##  9 graph                 9     5 0.0820
## 10 no_graph              1     0 0     
## 11 no_graph              2     0 0     
## 12 no_graph              3     1 0.0161
## 13 no_graph              4     4 0.0645
## 14 no_graph              5     5 0.0806
## 15 no_graph              6    12 0.194 
## 16 no_graph              7    25 0.403 
## 17 no_graph              8     7 0.113 
## 18 no_graph              9     8 0.129

df1_prop %>%
  ggplot(aes(x = effectiveness, y = n, color = condition)) + 
  geom_point() + 
  geom_line() +
  scale_x_continuous(breaks = 1:9) + 
  scale_y_continuous("Count") + 
  NULL

Reflection: why is this better? why is it worse?

Activity 2: visualizing model outputs
Load and summarize frequentist and Bayesian models
# model objects
m_t_test <- lm(effectiveness ~ - 1 + condition, data = df1)
m_t_test_bayesian <- readRDS("data/dataset1.brm.bayesiant.rds")

# means
means_t_freq <- m_t_test %>% 
   tidy() %>%
   mutate(condition = str_remove(term, "condition"), .before = 1) %>%
   select(-term)

means_t_bayes <- data_grid(df1, condition) %>%
  tidybayes::add_epred_draws(m_t_test_bayesian, newdata = . ,dpar = TRUE)

# preds
preds_t_freq_obj <- predict(m_t_test, newdata = data_grid(df1, condition), 
                     se.fit=TRUE, interval = "prediction", level = 0.95)

preds_t_freq <- m_t_test %>%
  broom::augment(newdata = data_grid(df1, condition), se_fit = TRUE) %>%
  mutate(
    .se.pred = sqrt(.se.fit ^ 2 + preds_t_freq_obj$residual.scale^2), # NOTE
    df = preds_t_freq_obj$df) 

preds_t_bayes <- data_grid(df1, condition) %>%
    tidybayes::add_predicted_draws(m_t_test_bayesian)

Activity 2.1 CI vs. PI
Starting from the point estimate

means_t_freq %>%
  ggplot(aes(x = estimate, y = condition)) + 
  geom_point(aes(effectiveness), position = jitterer, data=df1, alpha = 0.5, color = "#8c96c6") +
  geom_point(position = position_nudge(y = 0.2)) +
  scale_x_continuous("effectiveness", breaks = 1:9, limits = c(0, 10)) + 
  labs(title = "Frequentist lm(), estimated effectiveness by condition") +
  NULL

!

ACTION: head to Miro https://miro.com/app/board/uXjVO8L3bt8=/?moveToWidget=3458764523389765219&cot=14

Concepts

We consider two types of intervals: CI and PI

Frequentist:

CI: confidence interval; the long-run proportion of correspondingly computed intervals that end up containing the true value of the
parameter

For our t-test, the 95% CI is from the confidence distribution (t-distribution). More reading and an animated explanation
PI: prediction interval; estimate of an interval in which a future observation will fall, with a certain probability, given what has already been
observed

For our t-test, the PI is also from a t-distribution

Bayesian:

CI: credible interval; an interval within which an unobserved parameter value falls with a particular probability.
PI: posterior predictive interval… from posterior predictive distribution, the distribution of possible unobserved values conditional on the
observed values
There are no analytical distributions for CIs and PIs here because our Bayesian model based on sampling.

Note:

CI: parameter uncertainty
PI: prediction uncertainty

!

ACTION: Vote: is CI always narrower than PI?

preds_t_freq %>%
  
  ggplot(aes(y = condition)) + 
  
  # PI
  stat_interval(aes(
    xdist = dist_student_t(
      df = df,
      mu = .fitted, 
      sigma = .se.pred) 
  )) + 
 
  # CI
  stat_pointinterval(aes(
    xdist = dist_student_t(
      df = df,
      mu = .fitted,
      sigma = .se.fit)),
    position = position_nudge(y = -.2)) +
  
  # EXERCISE: put raw data in this plot
  geom_point(
    aes(x = effectiveness),
    data = df1, position = jitterer) +
  
  scale_x_continuous("effectiveness", breaks = 1:9, limits = c(0, 10)) + 
  scale_color_brewer("Predictive interval") + 
  labs(title = "Frequentist lm(), estimated effectiveness by condition",
       subtitle = "Confidence interval widths: 0.66 and 0.95") +
  theme(legend.position="none")

!

 Back to Miro and compare our “error bar” guesses with CI/PI we just plotted.

Activity 2.2 Types of uncertainty vis

!

 Go to Miro https://miro.com/app/board/uXjVO8L3bt8=/?moveToWidget=3458764523387189623&cot=14

Activity 2.3 Putting it together
A plot showing the confidence distribution for the frequentist t-test. I will demonstrate uncommenting code chunks to build up the plot. (Keyboard
shortcut: Ctrl+Shift+C on Windows or Shift+Command+C on macOS)

TIP adding annotation (direct labeling) can increase usability

means_t_freq %>%
  ggplot(aes(y = condition)) +
  
  # raw data
  geom_point(
    aes(
      x = effectiveness,
      y = condition),
    data = df1, position = jitterer, alpha = .5) +
  
  # # EXERCISE 1: add an half-eye plot for the confidence distribution
  # stat_halfeye(
  #   aes(xdist =dist_student_t(
  #     df = df.residual(m_t_test),
  #     mu = estimate,
  #     sigma = std.error)),
  #   scale = 0.5, fill = "#8c96c6",
  #   position = position_nudge(y = 0.15)) +
  
  # # EXERCIESE 2: change `stat_halfeye` above to `stat_dots`
  
  # # EXERCISE 3: add a label for the confidence distribution
  # geom_label_repel(
  #   aes(estimate + 0.25, y = condition),
  #   data = means_t_freq %>% slice_tail(),
  #   label = "CI of the mean", box.padding = 1,
  #   position = position_nudge(y = 0.3), max.overlaps = Inf, seed = 15) +
  
  # # EXERCISE 4: add a label for the raw data
  # geom_label_repel(
  #   aes(x = estimate, y = condition),
  #   data = means_t_freq %>% slice_head(),
  #   label = "Jittered raw data", box.padding = 1,
  #   position = position_nudge_repel(y = -0.2), seed = 1) +
  
  scale_x_continuous(breaks = 0:10, limits = c(0, 10)) + 
  labs(title = "Frequentist lm(), confidence distribution of effectiveness by condition") + 
  NULL

Recap the plot above:

Intrinsic uncertainty: the spread of the raw data (ignore the jitter!)
Parameter uncertainty: confidence distribution (density plot) and CI (point interval)

For the frequentist t-test, showing all types of uncertainty with different uncertainty vis types!

!

 ACTION: uncomment the chunks below one at a time

preds_t_freq %>%
  ggplot(aes(y = condition)) + 
  
  # # Raw data
  # geom_point(
  #   aes(
  #     x = effectiveness,
  #     y = condition),
  #   data = df1, position = jitterer, shape = 21, size =2) +
  
  # # Conf. distribution
  # stat_slab(
  #   aes(xdist = dist_student_t(
  #     df = df, 
  #     mu = .fitted, 
  #     sigma = .se.pred)),
  #   slab_color="#9ECAE1", fill = NA, scale = 0.7) +
  
  # # Pred. distribution
  # stat_pointinterval(            
  #   aes(xdist =dist_student_t(
  #     df = df.residual(m_t_test), 
  #     mu = estimate, 
  #     sigma = std.error)),
  #   data = means_t_freq,
  #   scale = 0.5, fill = "#8c96c6",
  #   position = position_nudge(y = 0.15)) + 
  
  scale_x_continuous(breaks = 1:9) +
  labs(title = "Frequentist lm(), effectiveness by condition",
       subtitle = "Curves show the prediction distributions\nIntervals show confidence intervals") + 
  NULL

!

 ACTION: answer the questions below:

What’s the intrinsic uncertainty in data?
What’s been shown with the density curve?
What’s been shown with the point interval?

This type of plot is sometimes called Kruschke style in Bayesian context https://solomonkurz.netlify.app/post/2018-12-20-make-rotated-
gaussians-kruschke-style/.

means_t_bayes %>%
  
  # Sample draws because there are thousands
  
  sample_draws(30) %>%
  
  ggplot(
    aes(y = condition)) + 
 
  # Raw data 
  geom_point(
    aes(x = effectiveness), data = df1,
    shape = 21, size = 2,
    position = jitterer) +
  
  # distributions implied by posterior predictive draws
  stat_slab(
    aes(xdist = dist_student_t(nu, mu, sigma)),
    slab_color="#9ECAE1", alpha = 0.1, fill = NA, scale = 0.7) +
  
  scale_x_continuous(breaks = 1:9, limit = c(0, 11)) + 
  labs(title = "Bayesian t-test, effectiveness by condition",
       subtitle = "Curves show both PI and CI") + 
  NULL

REFLECTION:

Why does the Kruschke spaghetti density show both parameter and prediction uncertainty?
How else can you show PI for the Bayesian model?

Recap:

Should you show parameter or prediction uncertainty, or both?
Should you use intervals or distributions for uncertainty?

Further reading:

CI vs. PI: Hofman, J. M., Goldstein, D. G., & Hullman, J. (2020, April). How visualizing inferential uncertainty can mislead readers about
treatment effects in scientific results. In Proceedings of the 2020 chi conference on human factors in computing systems (pp. 1-12).
Interval vs. distribution: Helske, J., Helske, S., Cooper, M., Ynnerman, A., & Besançon, L. (2020). Are You Sure You’re Sure?-Effects of
Visual Representation on the Cliff Effect in Statistical Inference. CoRR.

EXERCISE: can you make the plot above to look like Activity 2.1?

# Your code here

Packages Information
sessionInfo()

## R version 4.2.2 (2022-10-31)
## Platform: aarch64-apple-darwin20 (64-bit)
## Running under: macOS Ventura 13.1
## 
## Matrix products: default
## BLAS:   /Library/Frameworks/R.framework/Versions/4.2-arm64/Resources/lib/libRblas.0.dylib
## LAPACK: /Library/Frameworks/R.framework/Versions/4.2-arm64/Resources/lib/libRlapack.dylib
## 
## locale:
## [1] en_US.UTF-8/en_US.UTF-8/en_US.UTF-8/C/en_US.UTF-8/en_US.UTF-8
## 
## attached base packages:
## [1] stats     graphics  grDevices utils     datasets  methods   base     
## 
## other attached packages:
##  [1] emmeans_1.8.5        glue_1.6.2           ggrepel_0.9.3       
##  [4] ordinal_2022.11-16   distributional_0.3.2 ggdist_3.2.1        
##  [7] tidybayes_3.0.4      brms_2.19.0          Rcpp_1.0.10         
## [10] modelr_0.1.11        yardstick_1.1.0      workflowsets_1.0.1  
## [13] workflows_1.1.3      tune_1.1.0           rsample_1.1.1       
## [16] recipes_1.0.5        parsnip_1.0.4        modeldata_1.1.0     
## [19] infer_1.0.4          dials_1.2.0          scales_1.2.1        
## [22] broom_1.0.4          tidymodels_1.0.0     lubridate_1.9.2     
## [25] forcats_1.0.0        stringr_1.5.0        dplyr_1.1.1         
## [28] purrr_1.0.1          readr_2.1.4          tidyr_1.3.0         
## [31] tibble_3.2.1         ggplot2_3.4.2        tidyverse_2.0.0     
## 
## loaded via a namespace (and not attached):
##   [1] backports_1.4.1      plyr_1.8.8           igraph_1.4.2        
##   [4] svUnit_1.0.6         splines_4.2.2        crosstalk_1.2.0     
##   [7] listenv_0.9.0        inline_0.3.19        rstantools_2.3.1    
##  [10] digest_0.6.31        foreach_1.5.2        htmltools_0.5.5     
##  [13] fansi_1.0.4          magrittr_2.0.3       checkmate_2.1.0     
##  [16] tzdb_0.3.0           globals_0.16.2       gower_1.0.1         
##  [19] RcppParallel_5.1.7   matrixStats_0.63.0   vroom_1.6.1         
##  [22] xts_0.13.0           hardhat_1.3.0        timechange_0.2.0    
##  [25] prettyunits_1.1.1    colorspace_2.1-0     xfun_0.38           
##  [28] crayon_1.5.2         callr_3.7.3          jsonlite_1.8.4      
##  [31] survival_3.5-5       zoo_1.8-11           iterators_1.0.14    
##  [34] gtable_0.3.3         ipred_0.9-14         pkgbuild_1.4.0      
##  [37] rstan_2.21.8         future.apply_1.10.0  abind_1.4-5         
##  [40] mvtnorm_1.1-3        DBI_1.1.3            miniUI_0.1.1.1      
##  [43] xtable_1.8-4         diffobj_0.3.5        bit_4.0.5           
##  [46] GPfit_1.0-8          StanHeaders_2.21.0-7 stats4_4.2.2        
##  [49] lava_1.7.2.1         prodlim_2023.03.31   DT_0.27             
##  [52] htmlwidgets_1.6.2    threejs_0.3.3        RColorBrewer_1.1-3  
##  [55] arrayhelpers_1.1-0   posterior_1.4.1      ellipsis_0.3.2      
##  [58] pkgconfig_2.0.3      loo_2.6.0            farver_2.1.1        
##  [61] nnet_7.3-18          sass_0.4.5           utf8_1.2.3          
##  [64] labeling_0.4.2       tidyselect_1.2.0     rlang_1.1.0         
##  [67] DiceDesign_1.9       reshape2_1.4.4       later_1.3.0         
##  [70] munsell_0.5.0        tools_4.2.2          cachem_1.0.7        
##  [73] cli_3.6.1            generics_0.1.3       evaluate_0.20       
##  [76] fastmap_1.1.1        yaml_2.3.7           bit64_4.0.5         
##  [79] processx_3.8.0       knitr_1.42           future_1.32.0       
##  [82] nlme_3.1-162         mime_0.12            shinythemes_1.2.0   
##  [85] compiler_4.2.2       bayesplot_1.10.0     rstudioapi_0.14     
##  [88] lhs_1.1.6            bslib_0.4.2          stringi_1.7.12      
##  [91] highr_0.10           ps_1.7.4             Brobdingnag_1.2-9   
##  [94] lattice_0.21-8       Matrix_1.5-4         markdown_1.6        
##  [97] shinyjs_2.1.0        tensorA_0.36.2       vctrs_0.6.1         
## [100] pillar_1.9.0         lifecycle_1.0.3      furrr_0.3.1         
## [103] jquerylib_0.1.4      bridgesampling_1.1-2 ucminf_1.1-4.1      
## [106] estimability_1.4.1   data.table_1.14.8    httpuv_1.6.9        
## [109] R6_2.5.1             promises_1.2.0.1     gridExtra_2.3       
## [112] parallelly_1.35.0    codetools_0.2-19     colourpicker_1.2.0  
## [115] MASS_7.3-58.3        gtools_3.9.4         withr_2.5.0         
## [118] shinystan_2.6.0      parallel_4.2.2       hms_1.1.3           
## [121] grid_4.2.2           rpart_4.1.19         timeDate_4022.108   
## [124] coda_0.19-4          class_7.3-21         rmarkdown_2.21      
## [127] numDeriv_2016.8-1.1  shiny_1.7.4          base64enc_0.1-3     
## [130] dygraphs_1.1.1.6
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Session 3 Uncertainty visualizations
Xiaoying Pu
4/9/2023

Introduction
We will use the blinded.csv  again, focusing on exploring how to make visualizations instead of doing the analysis. By the end of this tutorial,
you will learn to:

1. Reason about the expressiveness and usability of plots you make.
2. Identify the types of uncertainty from model outputs.
3. Use resources to visualize uncertainty in different ways.

Expectations
I will run R code and use a Miro board in this tutorial. Ideally, you will follow along and run code with me. There are many activities where you can
participate and ask questions (any time!).

TIP: RStudio shows document outline

Miro board (but don’t go there yet): https://miro.com/app/board/uXjVO8L3bt8=/

Activity 1: exploring data
First, we will evaluate some plots made for Dataset 1.

Load the data
We will base our example on the blinded.csv  dataset. It’s from an experiment about whether showing people graphs increase belief in drug
efficacy, presumably because graphs are associated with science.

TIP: ()  enclosing an assignment will print the assigned value as well.

# Note that there are 123 rows!

(df1 <- read_csv("data/blinded.csv", show_col_types = FALSE) %>%
  filter(experiment == 1) %>%
  mutate(
    condition = factor(condition), 
    participant_id = paste0("P", str_pad(row_number(), 2, pad = "0"))) %>%
   select(-experiment)
)

## # A tibble: 123 × 3
##    condition effectiveness participant_id
##    <fct>             <dbl> <chr>         
##  1 no_graph              7 P01           
##  2 graph                 6 P02           
##  3 no_graph              9 P03           
##  4 no_graph              4 P04           
##  5 graph                 6 P05           
##  6 no_graph              7 P06           
##  7 graph                 7 P07           
##  8 no_graph              7 P08           
##  9 no_graph              7 P09           
## 10 graph                 6 P10           
## # ℹ 113 more rows

Evaluate three plots
Last time, we modeled how condition  (graph or no graph) affected effectiveness , a Likert-style rating from 1 to 9. We are going to evaluate
three plots:

Plot 1

df1 %>%
  ggplot(aes(
    x = effectiveness, 
    y = condition)) +  
  geom_point() +
  scale_x_continuous(breaks = 1:9)

REFLECTION: is this plot good? Rate (in Zoom chat) its expressiveness and usability in the Zoom chat on a scale of 1-5, where 5 is best and 1 is
worst.

Expressiveness: the plot should represent all relationships that exist in the data, and those relationships only.
Usability: the user should be able to make accurate inferences from the data.

!

ACTION: Enter in Zoom chat: “E3, U3”

Plot 2

jitterer <- position_jitter(height = 0.1, seed = 1)

df1 %>%
  ggplot(aes(
    x = effectiveness, 
    y = condition,
  )) +     
  geom_point(position = jitterer) +       
  scale_x_continuous(breaks = 1:9)

Reflection: 

!

 how would you rate the expressiveness and usability?

Concept: intrinsic uncertainty in the data (sans the artificial jitter!)

Plot 3

!

 How else would you plot this data to increase expressiveness/usability?

One option:

(df1_prop <- df1 %>%
  count(condition, effectiveness) %>%
  add_row(condition = "graph", effectiveness = 2, n = 0) %>%
  complete(condition, effectiveness, fill = list(n = 0)) %>%
  group_by(condition) %>%
  mutate(prob = n/sum(n))
)

## # A tibble: 18 × 4
## # Groups:   condition [2]
##    condition effectiveness     n   prob
##    <chr>             <dbl> <dbl>  <dbl>
##  1 graph                 1     1 0.0164
##  2 graph                 2     0 0     
##  3 graph                 3     0 0     
##  4 graph                 4     3 0.0492
##  5 graph                 5     8 0.131 
##  6 graph                 6    14 0.230 
##  7 graph                 7    21 0.344 
##  8 graph                 8     9 0.148 
##  9 graph                 9     5 0.0820
## 10 no_graph              1     0 0     
## 11 no_graph              2     0 0     
## 12 no_graph              3     1 0.0161
## 13 no_graph              4     4 0.0645
## 14 no_graph              5     5 0.0806
## 15 no_graph              6    12 0.194 
## 16 no_graph              7    25 0.403 
## 17 no_graph              8     7 0.113 
## 18 no_graph              9     8 0.129

df1_prop %>%
  ggplot(aes(x = effectiveness, y = n, color = condition)) + 
  geom_point() + 
  geom_line() +
  scale_x_continuous(breaks = 1:9) + 
  scale_y_continuous("Count") + 
  NULL

Reflection: why is this better? why is it worse?

Activity 2: visualizing model outputs
Load and summarize frequentist and Bayesian models
# model objects
m_t_test <- lm(effectiveness ~ - 1 + condition, data = df1)
m_t_test_bayesian <- readRDS("data/dataset1.brm.bayesiant.rds")

# means
means_t_freq <- m_t_test %>% 
   tidy() %>%
   mutate(condition = str_remove(term, "condition"), .before = 1) %>%
   select(-term)

means_t_bayes <- data_grid(df1, condition) %>%
  tidybayes::add_epred_draws(m_t_test_bayesian, newdata = . ,dpar = TRUE)

# preds
preds_t_freq_obj <- predict(m_t_test, newdata = data_grid(df1, condition), 
                     se.fit=TRUE, interval = "prediction", level = 0.95)

preds_t_freq <- m_t_test %>%
  broom::augment(newdata = data_grid(df1, condition), se_fit = TRUE) %>%
  mutate(
    .se.pred = sqrt(.se.fit ^ 2 + preds_t_freq_obj$residual.scale^2), # NOTE
    df = preds_t_freq_obj$df) 

preds_t_bayes <- data_grid(df1, condition) %>%
    tidybayes::add_predicted_draws(m_t_test_bayesian)

Activity 2.1 CI vs. PI
Starting from the point estimate

means_t_freq %>%
  ggplot(aes(x = estimate, y = condition)) + 
  geom_point(aes(effectiveness), position = jitterer, data=df1, alpha = 0.5, color = "#8c96c6") +
  geom_point(position = position_nudge(y = 0.2)) +
  scale_x_continuous("effectiveness", breaks = 1:9, limits = c(0, 10)) + 
  labs(title = "Frequentist lm(), estimated effectiveness by condition") +
  NULL

!

ACTION: head to Miro https://miro.com/app/board/uXjVO8L3bt8=/?moveToWidget=3458764523389765219&cot=14

Concepts

We consider two types of intervals: CI and PI

Frequentist:

CI: confidence interval; the long-run proportion of correspondingly computed intervals that end up containing the true value of the
parameter

For our t-test, the 95% CI is from the confidence distribution (t-distribution). More reading and an animated explanation
PI: prediction interval; estimate of an interval in which a future observation will fall, with a certain probability, given what has already been
observed

For our t-test, the PI is also from a t-distribution

Bayesian:

CI: credible interval; an interval within which an unobserved parameter value falls with a particular probability.
PI: posterior predictive interval… from posterior predictive distribution, the distribution of possible unobserved values conditional on the
observed values
There are no analytical distributions for CIs and PIs here because our Bayesian model based on sampling.

Note:

CI: parameter uncertainty
PI: prediction uncertainty

!

ACTION: Vote: is CI always narrower than PI?

preds_t_freq %>%
  
  ggplot(aes(y = condition)) + 
  
  # PI
  stat_interval(aes(
    xdist = dist_student_t(
      df = df,
      mu = .fitted, 
      sigma = .se.pred) 
  )) + 
 
  # CI
  stat_pointinterval(aes(
    xdist = dist_student_t(
      df = df,
      mu = .fitted,
      sigma = .se.fit)),
    position = position_nudge(y = -.2)) +
  
  # EXERCISE: put raw data in this plot
  geom_point(
    aes(x = effectiveness),
    data = df1, position = jitterer) +
  
  scale_x_continuous("effectiveness", breaks = 1:9, limits = c(0, 10)) + 
  scale_color_brewer("Predictive interval") + 
  labs(title = "Frequentist lm(), estimated effectiveness by condition",
       subtitle = "Confidence interval widths: 0.66 and 0.95") +
  theme(legend.position="none")

!

 Back to Miro and compare our “error bar” guesses with CI/PI we just plotted.

Activity 2.2 Types of uncertainty vis

!

 Go to Miro https://miro.com/app/board/uXjVO8L3bt8=/?moveToWidget=3458764523387189623&cot=14

Activity 2.3 Putting it together
A plot showing the confidence distribution for the frequentist t-test. I will demonstrate uncommenting code chunks to build up the plot. (Keyboard
shortcut: Ctrl+Shift+C on Windows or Shift+Command+C on macOS)

TIP adding annotation (direct labeling) can increase usability

means_t_freq %>%
  ggplot(aes(y = condition)) +
  
  # raw data
  geom_point(
    aes(
      x = effectiveness,
      y = condition),
    data = df1, position = jitterer, alpha = .5) +
  
  # # EXERCISE 1: add an half-eye plot for the confidence distribution
  # stat_halfeye(
  #   aes(xdist =dist_student_t(
  #     df = df.residual(m_t_test),
  #     mu = estimate,
  #     sigma = std.error)),
  #   scale = 0.5, fill = "#8c96c6",
  #   position = position_nudge(y = 0.15)) +
  
  # # EXERCIESE 2: change `stat_halfeye` above to `stat_dots`
  
  # # EXERCISE 3: add a label for the confidence distribution
  # geom_label_repel(
  #   aes(estimate + 0.25, y = condition),
  #   data = means_t_freq %>% slice_tail(),
  #   label = "CI of the mean", box.padding = 1,
  #   position = position_nudge(y = 0.3), max.overlaps = Inf, seed = 15) +
  
  # # EXERCISE 4: add a label for the raw data
  # geom_label_repel(
  #   aes(x = estimate, y = condition),
  #   data = means_t_freq %>% slice_head(),
  #   label = "Jittered raw data", box.padding = 1,
  #   position = position_nudge_repel(y = -0.2), seed = 1) +
  
  scale_x_continuous(breaks = 0:10, limits = c(0, 10)) + 
  labs(title = "Frequentist lm(), confidence distribution of effectiveness by condition") + 
  NULL

Recap the plot above:

Intrinsic uncertainty: the spread of the raw data (ignore the jitter!)
Parameter uncertainty: confidence distribution (density plot) and CI (point interval)

For the frequentist t-test, showing all types of uncertainty with different uncertainty vis types!

!

 ACTION: uncomment the chunks below one at a time

preds_t_freq %>%
  ggplot(aes(y = condition)) + 
  
  # # Raw data
  # geom_point(
  #   aes(
  #     x = effectiveness,
  #     y = condition),
  #   data = df1, position = jitterer, shape = 21, size =2) +
  
  # # Conf. distribution
  # stat_slab(
  #   aes(xdist = dist_student_t(
  #     df = df, 
  #     mu = .fitted, 
  #     sigma = .se.pred)),
  #   slab_color="#9ECAE1", fill = NA, scale = 0.7) +
  
  # # Pred. distribution
  # stat_pointinterval(            
  #   aes(xdist =dist_student_t(
  #     df = df.residual(m_t_test), 
  #     mu = estimate, 
  #     sigma = std.error)),
  #   data = means_t_freq,
  #   scale = 0.5, fill = "#8c96c6",
  #   position = position_nudge(y = 0.15)) + 
  
  scale_x_continuous(breaks = 1:9) +
  labs(title = "Frequentist lm(), effectiveness by condition",
       subtitle = "Curves show the prediction distributions\nIntervals show confidence intervals") + 
  NULL

!

 ACTION: answer the questions below:

What’s the intrinsic uncertainty in data?
What’s been shown with the density curve?
What’s been shown with the point interval?

This type of plot is sometimes called Kruschke style in Bayesian context https://solomonkurz.netlify.app/post/2018-12-20-make-rotated-
gaussians-kruschke-style/.

means_t_bayes %>%
  
  # Sample draws because there are thousands
  
  sample_draws(30) %>%
  
  ggplot(
    aes(y = condition)) + 
 
  # Raw data 
  geom_point(
    aes(x = effectiveness), data = df1,
    shape = 21, size = 2,
    position = jitterer) +
  
  # distributions implied by posterior predictive draws
  stat_slab(
    aes(xdist = dist_student_t(nu, mu, sigma)),
    slab_color="#9ECAE1", alpha = 0.1, fill = NA, scale = 0.7) +
  
  scale_x_continuous(breaks = 1:9, limit = c(0, 11)) + 
  labs(title = "Bayesian t-test, effectiveness by condition",
       subtitle = "Curves show both PI and CI") + 
  NULL

REFLECTION:

Why does the Kruschke spaghetti density show both parameter and prediction uncertainty?
How else can you show PI for the Bayesian model?

Recap:

Should you show parameter or prediction uncertainty, or both?
Should you use intervals or distributions for uncertainty?

Further reading:

CI vs. PI: Hofman, J. M., Goldstein, D. G., & Hullman, J. (2020, April). How visualizing inferential uncertainty can mislead readers about
treatment effects in scientific results. In Proceedings of the 2020 chi conference on human factors in computing systems (pp. 1-12).
Interval vs. distribution: Helske, J., Helske, S., Cooper, M., Ynnerman, A., & Besançon, L. (2020). Are You Sure You’re Sure?-Effects of
Visual Representation on the Cliff Effect in Statistical Inference. CoRR.

EXERCISE: can you make the plot above to look like Activity 2.1?

# Your code here

Packages Information
sessionInfo()

## R version 4.2.2 (2022-10-31)
## Platform: aarch64-apple-darwin20 (64-bit)
## Running under: macOS Ventura 13.1
## 
## Matrix products: default
## BLAS:   /Library/Frameworks/R.framework/Versions/4.2-arm64/Resources/lib/libRblas.0.dylib
## LAPACK: /Library/Frameworks/R.framework/Versions/4.2-arm64/Resources/lib/libRlapack.dylib
## 
## locale:
## [1] en_US.UTF-8/en_US.UTF-8/en_US.UTF-8/C/en_US.UTF-8/en_US.UTF-8
## 
## attached base packages:
## [1] stats     graphics  grDevices utils     datasets  methods   base     
## 
## other attached packages:
##  [1] emmeans_1.8.5        glue_1.6.2           ggrepel_0.9.3       
##  [4] ordinal_2022.11-16   distributional_0.3.2 ggdist_3.2.1        
##  [7] tidybayes_3.0.4      brms_2.19.0          Rcpp_1.0.10         
## [10] modelr_0.1.11        yardstick_1.1.0      workflowsets_1.0.1  
## [13] workflows_1.1.3      tune_1.1.0           rsample_1.1.1       
## [16] recipes_1.0.5        parsnip_1.0.4        modeldata_1.1.0     
## [19] infer_1.0.4          dials_1.2.0          scales_1.2.1        
## [22] broom_1.0.4          tidymodels_1.0.0     lubridate_1.9.2     
## [25] forcats_1.0.0        stringr_1.5.0        dplyr_1.1.1         
## [28] purrr_1.0.1          readr_2.1.4          tidyr_1.3.0         
## [31] tibble_3.2.1         ggplot2_3.4.2        tidyverse_2.0.0     
## 
## loaded via a namespace (and not attached):
##   [1] backports_1.4.1      plyr_1.8.8           igraph_1.4.2        
##   [4] svUnit_1.0.6         splines_4.2.2        crosstalk_1.2.0     
##   [7] listenv_0.9.0        inline_0.3.19        rstantools_2.3.1    
##  [10] digest_0.6.31        foreach_1.5.2        htmltools_0.5.5     
##  [13] fansi_1.0.4          magrittr_2.0.3       checkmate_2.1.0     
##  [16] tzdb_0.3.0           globals_0.16.2       gower_1.0.1         
##  [19] RcppParallel_5.1.7   matrixStats_0.63.0   vroom_1.6.1         
##  [22] xts_0.13.0           hardhat_1.3.0        timechange_0.2.0    
##  [25] prettyunits_1.1.1    colorspace_2.1-0     xfun_0.38           
##  [28] crayon_1.5.2         callr_3.7.3          jsonlite_1.8.4      
##  [31] survival_3.5-5       zoo_1.8-11           iterators_1.0.14    
##  [34] gtable_0.3.3         ipred_0.9-14         pkgbuild_1.4.0      
##  [37] rstan_2.21.8         future.apply_1.10.0  abind_1.4-5         
##  [40] mvtnorm_1.1-3        DBI_1.1.3            miniUI_0.1.1.1      
##  [43] xtable_1.8-4         diffobj_0.3.5        bit_4.0.5           
##  [46] GPfit_1.0-8          StanHeaders_2.21.0-7 stats4_4.2.2        
##  [49] lava_1.7.2.1         prodlim_2023.03.31   DT_0.27             
##  [52] htmlwidgets_1.6.2    threejs_0.3.3        RColorBrewer_1.1-3  
##  [55] arrayhelpers_1.1-0   posterior_1.4.1      ellipsis_0.3.2      
##  [58] pkgconfig_2.0.3      loo_2.6.0            farver_2.1.1        
##  [61] nnet_7.3-18          sass_0.4.5           utf8_1.2.3          
##  [64] labeling_0.4.2       tidyselect_1.2.0     rlang_1.1.0         
##  [67] DiceDesign_1.9       reshape2_1.4.4       later_1.3.0         
##  [70] munsell_0.5.0        tools_4.2.2          cachem_1.0.7        
##  [73] cli_3.6.1            generics_0.1.3       evaluate_0.20       
##  [76] fastmap_1.1.1        yaml_2.3.7           bit64_4.0.5         
##  [79] processx_3.8.0       knitr_1.42           future_1.32.0       
##  [82] nlme_3.1-162         mime_0.12            shinythemes_1.2.0   
##  [85] compiler_4.2.2       bayesplot_1.10.0     rstudioapi_0.14     
##  [88] lhs_1.1.6            bslib_0.4.2          stringi_1.7.12      
##  [91] highr_0.10           ps_1.7.4             Brobdingnag_1.2-9   
##  [94] lattice_0.21-8       Matrix_1.5-4         markdown_1.6        
##  [97] shinyjs_2.1.0        tensorA_0.36.2       vctrs_0.6.1         
## [100] pillar_1.9.0         lifecycle_1.0.3      furrr_0.3.1         
## [103] jquerylib_0.1.4      bridgesampling_1.1-2 ucminf_1.1-4.1      
## [106] estimability_1.4.1   data.table_1.14.8    httpuv_1.6.9        
## [109] R6_2.5.1             promises_1.2.0.1     gridExtra_2.3       
## [112] parallelly_1.35.0    codetools_0.2-19     colourpicker_1.2.0  
## [115] MASS_7.3-58.3        gtools_3.9.4         withr_2.5.0         
## [118] shinystan_2.6.0      parallel_4.2.2       hms_1.1.3           
## [121] grid_4.2.2           rpart_4.1.19         timeDate_4022.108   
## [124] coda_0.19-4          class_7.3-21         rmarkdown_2.21      
## [127] numDeriv_2016.8-1.1  shiny_1.7.4          base64enc_0.1-3     
## [130] dygraphs_1.1.1.6
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Satisfaction rating

Condition A

Condition B

Context: 
• A study comparing two conditions 
• Collected satisfaction rating 1, 2,…9 
• 100 study participants

Expressiveness: Faithfully represent the data 
Usability: Support users in making accurate 
inferences from the data

1. Critique effectiveness and usability of 
the following chart 

2. Sketch and alternative 
3. Justify why your sketch is better



Transparency in 
research materials

60



What to share?

61

Ethical considerations:  

● to study participants  

● to taxpayers who fund your research 
Consult your IRB. 
Simple anonymization (rename participant ID and 
shuffle the order) sometimes suffice 

If cannot share (e.g., research on company 
confidential data),  

● Share aggregated statistics at the as close to 
raw as possible  

● Describe what materials are generated and 
provide justification in the paper

For extensive discussion on materials, misunderstandings, and how to share, see:  
Wacharamanotham et al., (2020). Transparency of CHI Research Artifacts: Results of a Self-Reported Survey. In Proc. of CHI 2020.

http://dx.doi.org/10.1145/3313831.3376448


For detailed discussion on the whole research materials management process, see Good enough practices in scientific computing (Wilson et al., 2017) 
A guide on data organization: A reproducible data analysis workflow with R Markdown, Git, Make, and Docker (Peikert & Brandmaier, 2019) 
For ultimate reproducible research compendium based on R, check the rrtools package.

How to prepare materials for sharing?

Interoperable file formats, e.g., text csv, Excel Open XML (.xlsx) 
👉  Guide on how to organize data in spreadsheet 

A clear entry point: README.txt, README.md, or index.html 

👉  Github repository template for organizing data 

Data dictionary: 
Which file containing what data	  
Column: name, readable description, unit of measurement, and range  
👉  OSF guide on data dictionary

62

https://doi.org/10.1371/journal.pcbi.1005510
https://doi.org/10.5964/qcmb.3763
https://github.com/benmarwick/rrtools
https://www.tandfonline.com/doi/full/10.1080/00031305.2017.1375989
https://github.com/gchure/reproducible_research
https://help.osf.io/article/217-how-to-make-a-data-dictionary


Examples supplemental material organization
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Jansen & Hornbæk (2018) https://github.com/yvonnejansen/posture 

https://github.com/yvonnejansen/posture


Examples supplemental material organization
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Jansen & Hornbæk (2018) https://github.com/yvonnejansen/posture 

https://github.com/yvonnejansen/posture


Where to share?
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Diagram: LIBER Europe 

Search engine for specialized data 
repositories

One-stop service for 
whole project life cycle

Good for big (>1 GB) files, 
Has versioned DOIs

https://libereurope.eu/article/fairdataconsultation/
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
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http://osf.io
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http://osf.io
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http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://osf.io
http://zenodo.org
http://re3data.org


Where to share?
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Diagram: LIBER Europe 

🫤  Findable: Same DOI as the paper, 

but materials are in single zip file 

✅  Accessible: Supplementary 

materials has no paywall (but not 

widely known) 

Some SIGCHI conferences only allow 

a video preview as supplementary 

material

https://libereurope.eu/article/fairdataconsultation/


✅  Findable 

✅  Interoperable: GitHub forking, 

Git submodule 

❌  Accessible: Repositories are 

deletable → broken link, Whodunit? 

Recommendation: Add a snapshot 

of GitHub to OSF or Zenodo

Where to share?
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Diagram: LIBER Europe 

https://libereurope.eu/article/fairdataconsultation/
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principles

Collective benefit: Data ecosystems shall be designed and function in ways that enable 
inclusive development, improved governance, and equitable outcomes 

Authority to Control: Recognizing the rights and interests of people involved in 
generating the data, especially their rights to free, prior, and informed consent in the 
collection and use of the data 

Responsibility: Researchers are responsible for sharing how the data are used to support 
collective benefits as well as benefits to individuals who involved in generating the data 

Ethics: Minimize potential harm and maximize the benefit of people involved 
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Authority to Control Indigenous Peoples’ rights and interests in Indigenous data must be 
recognised and their authority to control such data be empowered. Indigenous data 
governance enables Indigenous Peoples and governing bodies to determine how 
Indigenous Peoples, as well as Indigenous lands, territories, resources, knowledges and 
geographical indicators, are represented and identified within data.

Responsibility Those working with Indigenous data have a responsibility to share how those 
data are used to support Indigenous Peoples’ self determination and collective benefit. 
Accountability requires meaningful and openly available evidence of these efforts and the 
benefits accruing to Indigenous Peoples.

Ethics Indigenous Peoples’ rights and wellbeing should be the primary concern at all stages 
of the data life cycle and across the data ecosystem.

Collective Benefit Data ecosystems shall be 
designed and function in ways that enable 
Indigenous Peoples to derive benefit from the 
data.

Research Data Alliance International Indigenous Data Sovereignty Interest Group. (September 2019). “CARE Principles for Indigenous Data Governance.”
The Global Indigenous Data Alliance. GIDA-global.org

Originally developed in the context of indigenous data, we think the 
principles could be applied broadly. Below are our generalized wording; 
for the original, see: https://www.gida-global.org/care 

https://www.gida-global.org/care


Ethical concerns? Consider using one of the Protected Access Repositories

Sharing sensitive data
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https://osf.io/tvyxz/wiki/8.%20Approved%20Protected%20Access%20Repositories/
https://nyu.databrary.org/
https://nyu.databrary.org/
https://nyu.databrary.org/
https://www.psychdata.de/index.php?main=take&sub=empfang&lang=eng


Ethical concerns? Consider using one of the Protected Access Repositories

Sharing sensitive data
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https://osf.io/tvyxz/wiki/8.%20Approved%20Protected%20Access%20Repositories/
https://osf.io/tvyxz/wiki/8.%20Approved%20Protected%20Access%20Repositories/


Crossing the paywall: Link to the FAIR repository at the end of the abstract

Pointing the readers to the shared materials
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Transparency of CHI Research Artifacts: Results of a Self-Reported Survey 
(Wacharamanotham et al., 2020)

Asymmetric effect of text-chart proximity on reading behavior 
(Yang & Wacharamanotham, 2020)

http://dx.doi.org/10.1145/3313831.3376448
https://doi.org/10.1145/3419249.3420184


Sharing vs. the anonymized reviewing process

When you submit the materials to an anonymized reviewing, consider: 

● Preregistration: OSF: view-only link   AsPredicted: anonymous PDF 

● Source code: 

○ The absolute paths may contain your name 

○ Github URL may contain your name or user ID 

Although it is the due-diligence of the authors to anonymize materials, minor 

oversights is not a reason for rejection
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https://help.osf.io/article/155-create-a-view-only-link-for-a-registration
https://help.osf.io/article/155-create-a-view-only-link-for-a-registration


Exercise 4: Brainstorm research materials and sharing concerns

Continue with the case you previously chose. 

1. Brainstorm possible 2–3 research materials that may be generated 

2. Choose one research materials and brainstorm 3 concerns that people may 

have against sharing 

3. Discuss ways to mitigate that concern
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(10 minutes)



Reflection
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Reflection on research transparency

More transparent = more work? 

● Some learning needed for the first time, effortless later on 

● Pays off: Better methodological rigor to self and to reviewers 

● Small step: How can my next paper be more transparent than the last one? 

Cultivating research transparency culture 

When giving feedback or writing reviews, instead of penalizing the lack of transparency: 

● Describe what could be improved 

● Describe good consequences of the improvements 

● Point to guides and examples
76



Source: Center for Open Science strategy for scale sustainable adoption of open behaviors by researchers

Motivating research transparency in HCI
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http://www.cos.io/blog/continuing-acceleration-new-strategicplan
http://www.cos.io/blog/continuing-acceleration-new-strategicplan


Challenges in motivating transparency across HCI
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Quantitative Qualitative

Spectrum of empirical research

Beyond empirical research

• Engineering 
• Design 
• Arts

Replicability is not relevant

What needs to be transparent?

Tricky research settings

• Sensitive population 
• Research conducted in 

company environments

People may not tell the truth if their 
data will be public 



A balancing act?
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Transparency

Research 
ethics

Truth

Workload



Challenges in motivating transparency across HCI
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Established researchers

Junior researchers

Resourceful institutes

Institutes in low-income 
countries

Transparency-aware 
reviewers

Transparency-unaware 
reviewers
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A Cheat Sheet for a Transparent CHI paper

Output of the Dagstuhl Seminar Transparent Quantitative Research as a User Interface Problem👉  https://osf.io/udq48

https://doi.org/10.4230/DagRep.12.9.220
https://osf.io/udq48
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chat@ifi.uzh.ch

Chat Wacharamanotham

This tutorial is designed based on the open materials of the courses presented at CHI 2022–23  
by Chat Wacharamanotham, Fumeng Yang, Abhraneel Sarma, Xiaoying Pu, and Lace Padilla. 
https://osf.io/27r5z

mailto:chat@ifi.uzh.ch
https://osf.io/27r5z

